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Abstract

Orthogonal frequency division multiplexing (OFDM) has been a dominant technology in several
wireless standards such as LTE-A, WiMAX and WLAN. However, OFDM might be a misfit for next
generation wireless communication systems (5G) and cognitive radios. OFDM suffers from drawbacks
such as out of band radiation (due to high side lobe power), tight synchronization and loss in spectral
efficiency. As a result of these disadvantages, OFDM is not going to be a default contender for 5G. In
the recent past, many researchers have proposed filter bank multicarrier (FBMC) as a replacement for
OFDM in 5G and cognitive radios. FBMC uses well designed bank of filters that has less side lobe
power resulting in minimal out-of-band radiation so that the requirement of tight synchronization is
relaxed in FBMC. This has a great advantage in machine-to-machine (M2M) communication and IoT.

Spectrum is a very scarce resource but unfortunately it is underutilized. Cognitive radio (CR) is one
of the solutions to exploit the underutilized spectrum. Spectrum sensing is a key enabler for efficient
use of spectrum and interference management in 5G and CR setting. In the spectrum sensing literature,
there are no detection schemes available for FBMC signal except conventional energy detector. Hence,
there is a need for feature detection techniques to efficiently detect FBMC signal.

In this work, we propose a spectrum sensing technique to detect FBMC signal in the presence of
noise. Autocorrelation analysis of FBMC signal is carried out at each stage of FBMC signal generation.
It is found that FBMC samples are correlated at last but one stage of FBMC signal generation. However,
the autocorrelation value is zero for non-zero lag values at the last stage of FBMC signal generation.
A modification is proposed to the received FBMC signal to retrieve the lost autocorrelation property of
FBMC signal. With this modification, autocorrelation value at the lag equal to the number of subcarriers
is non-zero. This autocorrelation property is used to design a detector for FBMC signal. The distribution
of the test statistic of the proposed detector is derived under noise-only scenario so that the threshold of
the detector can be obtained.

The performance evaluation of the proposed autocorrelation detector is carried out for different non-
idealities such as multipath channel, noise uncertainty and no frame-synchronization (time). Next, the
proposed detector’s performance is compared with that of energy detector. Finally, the proposed detector
is combined with the energy detector to increase the robustness of overall detection.
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Chapter 1

Introduction

1.1 Motivation

Invention of cellular technology is, undoubtedly, one of the major inventions of 20th century. Cel-
lular technology has attracted much attention from many research groups all over the world. The first
generation (1G) cellular system was introduced in 1980s. Since then the cellular technology has evolved
from 1G to latest 4G standards to meet the demands of the people. However, with a growing demand for
seamless connectivity with high data rates, the current 4G systems may become insufficient. So, there
is a need for successor to 4G technology that efficiently meets the demands posed by the customers. In
the recent past, researchers from various research groups, both from industry and academia, have started
addressing the demands to be posed in near future in the field of wireless communication technologies.
Some of the demands that are to be met are high data rates (multi fold than what 4G is providing today),
low latency, ability to support billions of connected devices [1]. 5G, the next generation cellular tech-
nology, is expected to address these challenges [2, 3]. New air interfaces are one of the enablers of 5G
to meet the afore mentioned challenges.

Orthogonal frequency division multiplexing (OFDM) has been a very important technology in cellu-
lar systems since last decade. However, OFDM is not spectrally efficient to be a contender for 5G. Use
of cyclic prefix (CP) makes OFDM less spectrally efficient. OFDM uses rectangular pulses for pulse
shaping leading to high side lobe powers of sinc signals in frequency domain. This spill over leads to
inter channel interference (ICI). The multiple access version of OFDM, OFDMA, requires synchroniza-
tion of different users in the network uplink to prevent ICI. Additional pilot symbols are to be transmitted
for synchronization purpose. Also, signal processing schemes are to be employed to minimize the ef-
fect of synchronization errors. This leads to implementation complexity at OFDMA receivers. Many
connected devices are expected to be in existence with the advent of internet of things (IoT) technology.
Need of tight synchronization in OFDM may not be suitable for IoT set up. Moreover, OFDM is not
an idle candidate for cognitive radio (CR) scenario because of high spectral leakage [4]. As a result of
these drawbacks, OFDM is not going to be a primary candidate for 5G physical (PHY) layer. Hence,
researchers have proposed new candidate waveforms for 5G PHY layer. One of such waveforms is filter

1



bank multicarrier (FBMC). FBMC is considered to be one of the promising alternatives to OFDM for
future wireless communication systems and cognitive radio networks [2, 5, 6, 7, 8].

Efficient use of licensed spectrum is a key to effectively accommodate billions of connected devices
and give high data rates to the users. CR is a possible solution to effectively utilize the spectrum and for
interference management. CR is used to monitor the presence or absence of primary user (PU) signal
before actually allocating the unused spectrum to the secondary users (SU). Hence, spectrum sensing
of the licensed bands is an important task in the context of CRs. As such, spectrum sensing is a very
relevant problem in the context of CR for 5G.

In spectrum sensing literature, most of the detection schemes have been designed for OFDM signal
[9] and there is a dearth of research on spectrum sensing of FBMC signal. Although blind detection
techniques such as energy detection may be used to detect any waveform, they cannot distinguish be-
tween noise and interfering signal. In addition they have serious issues such as SNR walls [10]. In [11],
a feature detector was proposed based on the induced repeating patterns in the transmitted FBMC signal.
Thus there is a lack of feature detectors for FBMC signal in the spectrum sensing literature. With this
motivation, a feature detector is proposed in this work which can distinguish between FBMC-plus-noise
and noise-only scenarios. Also unlike [11], no attempt is being made to induce patterns in the basic
FBMC transmission.

1.2 Contributions of the thesis

The major contributions of this thesis are given below:

• The signal structure of FBMC signal is investigated thoroughly. It is observed that the FBMC
waveform has inherent autocorrelation property. Next, autocorrelation analysis of FBMC signal is
performed at each stage of FBMC signal generation to observe the autocorrelation among FBMC
samples.

• It is found that the autocorrelation property that is inherent in FBMC samples is lost at the last
stage of FBMC signal generation. Hence, an appropriate modification is proposed to get the
autocorrelation back.

• The non-zero autocorrelation value at a non-zero lag, which is obtained after the proposed mod-
ification, is used to design a feature based detector to detect FBMC signal in the presence of
noise.

• A test statistic is proposed for autocorrelation based detector and its distribution under noise-only
case is derived so that the threshold for Neyman-Pearson detector can be evaluated.

• The proposed detector’s performance is well investigated with the help of probability of detection
vs signal-to-noise ratio (SNR) and receiver operating characteristics (ROC) curves.
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• The performance evaluation of the proposed autocorrelation detector is carried out for different
non-idealities such as multipath channel, noise uncertainty and no frame-synchronization.

• The the proposed detector’s performance is compared with the performance of energy detector.
Finally, the proposed detector is combined with the energy detector to increase the robustness of
the detector in terms of increased probability of detection values.

1.3 Organization of the thesis

The organization of the thesis is given below:

• Chapter 2: An overview of 5G technology is presented in this chapter followed by a discussion
on 5G specifications. Next, the necessary enablers of 5G are elaborated. Later, the concept of
cognitive radio and spectrum sensing techniques are explained.

• Chapter 3: This chapter presents an overview on history of FBMC signal and types of FBMC
signals. Next, FBMC signal generation is explained in detail followed by a comparison between
OFDM and FBMC waveforms.

• Chapter 4: In this chapter, we first present signal structure of FBMC waveform. Next, a detailed
autocorrelation analysis of FBMC signal has been carried out. Autocorrelation expressions at each
stage of FBMC signal generation are derived. The derived theoretical expressions are verified
through extensive simulations.

• Chapter 5: This chapter begins with the motivation for feature detectors followed by a discussion
on the design of the proposed detector. Next, the performance of the proposed detector under
certain non-idealities such as multipath channel, noise uncertainty and no frame-synchronization
is presented with the help of extensive simulation results.

• Chapter 6: Conclusions of this thesis are presented in this chapter. Additionally, future scope for
this work is discussed.
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Chapter 2

5G and Cognitive Radio

This chapter provides an overview of 5G technology and CR. First, applications, challenges and
enablers of 5G are presented. Next, a quick overview of CR is presented along with its key enabler
spectrum sensing.

2.1 5G

The desire for broadband with high data rates has been the reason for evolution of cellular sys-
tems. Each generation of cellular networks has a killer application to support [2]. For example, voice
communication in first generation cellular networks, short message service (SMS) in 2G, success of
wireless LAN (WLAN 802.11) standards made the roads open for Internet connectivity in 3G because
of widespread usage of laptops. In 4G, architecture was designed to provide high data rates to smart
mobile phones. So, what is the killer application that 5G is going to provide? In fact, 5G will bring
many key applications together in to existence.

2.1.1 5G applications

Few of the major applications that 5G will revolutionize are:

1. High speed wireless connectivity: With an exponential increase in demand for data rates by
the users, 5G is expected to provide data rates of order of gigabits per second (Gbps). Such
high speeds are expected even in the large crowd gathering areas such as shopping malls, railway
stations etc.

2. Tactile Internet: Tactile internet includes many real time applications that require low latencies
of order 1 ms. The word tactile Internet is motivated by the sensitivity perception of human
beings who can distinguish latencies of order 1 ms. The latencies in current long term evolution-
advanced (LTE-A) standard is of order of 10 ms. In 5G, the latencies are expected to be around
1ms to drive applications like robotic surgeries, autonomous driving etc., where low latencies are
critical [2].
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3. IoT: IoT is certainly going to play a major role in 5G. Smart wearables and smart home appliances
assure a connected world. IoT has many applications in the fields such as agriculture, health care,
transportation and many more. Although the current networks (2G/3G) support IoT requirements,
many of the applications of IoT demand low latency, less energy consumption and high reliability
which are not supported by existing networks [3]. Also, it is expected that there will be nearly
100,000 M2M nodes in a cell coverage [2]. As such, the barrier that IoT faces is transition to
IPV6. 5G is expected to overcome this barrier to support many devices [12]. The other barrier for
IoT development is scalability since the number of connected devices are going to be 20 billions
by 2020. The frame work design for 5G in the context of IoT is detailed in [13].

The other applications that 5G provides include augmented reality, vehicle-to-vehicle communication,
robotic surgery, autonomous cars and many more. In order to make the applications that are envisaged
by 5G in to reality, certain challenges are to be addressed. These challenges are: high data rate, high
capacity, low end-to-end (E2E) latency, massive device connectivity, reduced cost of operations and
improved quality of experience (QoE).

Figure 2.1: 5G network vision [1].

2.1.2 5G challenges

Few of the main challenges of 5G are:
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System capacity and data rate

It is expected that by 2020 mobile networks need to assist the mobile traffic many times higher than
current levels and provide 10-100 fold increased data rates even in high mobility conditions [14]. 5G
is expected to provide data rates around 10 Gbps [15]. With increasing demands for high speeds, it is
expected that there will be a problem of network congestion by 2020 [3]. Also, system capacity has to
be improved to support many devices in a cell site.

E2E latency

In order to support the real time applications, E2E latencies are going to be critical. For example,
remote controlled robots require quick feedback service to function well. Augmented reality and virtual
reality applications require fast feedback and response time to get the real time sense. Also, the appli-
cations like vehicle to vehicle and vehicle to infrastructure communication require quick responses to
ensure human safety. In order to support the afore mentioned use cases, the round trip latencies in 5G
should be around 1 ms [16] where as the E2E latency in the current LTE-A systems is around 10 ms.

Massive number of connected devices

The advent of IoT has brought the provision of connecting many wearables and smart home appli-
ances. As such, the number of these inter connected devices is likely to go up by 10-100 times beyond
2020 [17]. A few of these connected devices (sensors, for example) require sporadic connectivity for
sending data to the devices that require always-on connectivity (e.g., cameras). The challenge here is to
connect billions of diversified devices. In addition, the solutions have to be scalable and efficient.

Cost

Mobile phones and connectivity have become an integral part of human lives. So, it is important
to decrease the infrastructure cost and the cost related to their deployment. The costs associated with
deployment of infrastructure, maintenance and their operation are to be lowered to make connectivity a
universal available and affordable service. In order to address the requirements posed by 5G, enormous
improvements are needed which increases the cost of services that 5G offers. But, customers are not
going to pay for the proportionate increase in the cost of maintenance. Hence, 5G network architecture
is to be designed in such a way that it provides sustainable services to the customers with reduced cost.

One way to curtail the cost is to reduce the functionalities at the base stations. This can be achieved by
performing only L1/L2 layer functionalities at the base stations and executing higher layers’ operations
at the common cloud that serves many base stations. This would reduce the cost of infrastructure
deployment. Energy consumption is one of the cost drivers in a radio access network. Hence, energy
efficient hardware designs and intelligent energy management techniques, such as making the base
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stations to go to sleep mode when not in use, are to be developed to reduce the cost of operations in a
5G network.

QoE

QoE is another challenge that 5G must address. QoE describes the discernment of a user with regards
to how good an application is working. QoE is entirely user and application specific. There is always
an ambiguity in what is the QoE that user requires. Delivering an application with poor QoE leads to
users’ resentment. At the same time, having too high QoE may lead to draining of resources both at
UE (battery power) and BS. Hence, a challenge in 5G would be to provide optimal QoE anytime and
anywhere consistently.

2.1.3 5G enablers

In order to meet the 5G specifications, new technologies need to be adopted along with existing
techniques. The following are the some of the important enablers of 5G.

New air interfaces and coding schemes

OFDM is currently the most popular technology for many of the existing wireless standards. How-
ever, use of CP makes OFDM less spectrally efficient. Also, with tight requirement for orthogonality
and synchronization in OFDM, the coexistence of 5G and IoT may be in jeopardy. Hence, there is
need for new waveforms that would successfully overcome the drawbacks of OFDM. FBMC is one
such waveform that is considered to be an alternative to OFDM [7]. A detailed description of FBMC is
presented in chapter 3.

By employing advanced modulation and coding schemes at physical layer, spectral efficiency and
throughput can be improved. For example, spectral efficiency increases by choosing 256-quadrature
amplitude modulation (QAM) with suitable coding techniques like low density parity check (LDPC)
codes or polar codes [18, 19]. Such techniques can be combined together with massive multiple input
multiple output (MIMO) to increase the system capacity. With extensive research being done to mitigate
interference in macro cells, new multiple access schemes like non-orthogonal multiple access (NOMA)
are expected to improve the system throughput by 30 percent compared to conventional orthogonal
multiple access techniques [3, 20].

Massive MIMO

Massive MIMO is an upcoming technology which enlarges current MIMO systems by orders of
magnitude [21]. With operating frequencies at the order of milli meter (mm) frequencies, more number
of antennas can be exploited at BS. Such a sizeable number of antennas are arranged as arrays at the BS.
Massive MIMO with two dimension (2D) antenna array can be exploited to increase the cell coverage by
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employing three dimension (3D) beamforming techniques using steerable antennas [22, 23]. Massive
MIMO system can increase the capacity of a network 10 times or even more [21]. However, there
are many research problems associated with massive MIMO that are to be extensively studied to make
massive MIMO technology a reality. The challenges are fast signal processing, pilot contamination,
hardware impairments and channel modeling. Significant research must be carried out to come up with
better solutions to these challenges.

mm-waves

The fast increase in the growth of mobile data is creating many challenges to the network providers.
As the need for high quality and low latency videos is growing day by day, the spectrum available
to support these applications is limited. The available spectrum for cellular communication ranges
from 700 MHz to 2.6 GHz [24]. Many research studies propose that mm-wave frequency bands might
be used to expand the currently occupied 700 MHz to 2.6 GHz radio frequency bands for wireless
communications [25]. The band of frequencies from 3-300 GHz are referred as mm-wave bands as
the wavelengths associated with these frequencies range from 1-100 mm. With the use of mm-waves,
the bandwidth available will be increased manifolds to achieve higher data rates. The availability of
unlicensed spectrum at 60 GHz has paved the way for providing Gbps data rates [25]. With these
high frequency bands, more number of antennas can be exploited at the base station (BS) using massive
MIMO technology to increase cell capacity [21]. The feasibility of mm-wave communication is possible
by steerable antennas both at the BS and user equipments (UEs). However, high frequency bands are
susceptible to path loss and absorption by objects. Also, the propagation is limited to line of sight (LOS)
paths and short ranges. These shortcomings are to be addressed properly to make use of mm-waves in
5G.

Network densification is another solution to increase system capacity and data rates [3]. Deploying
many small cells gives rise to network densification. As stated earlier, with the carrier frequencies
being at mm range, the path losses and absorption losses are high. These disadvantages of mm-waves
are considered advantageous in small cell scenarios. mm-waves with massive MIMO technique can
be efficiently used to improve system throughput in small cells [14]. So, mm-wave communication is
treated as an enabler to increase cell system throughput and data rates.

NFV and SDN

Network function virtualization (NFV) and software defined networking (SDN) are feasible enablers
to reduce the cost of operations. NFV is claimed to reduce network complexity. NFV separates network
functionalities from hardware and implements them on software with dedicated cloud servers [26].
Similarly, SDN provides network optimization. Both NFV and SDN make the network adaptable as any
new upgrades can be implemented with necessary changes in the software [3]. The flexibilities offered
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by these two technologies ease the network deployment and make the overall network flexible. Thus a
network can be easily deployed and the cost of infrastructure can be reduced.

Cognitive radio

Spectrum is a scarce resource and unfortunately it is very much underutilized [27]. As the demand
for data rates is growing further day-by-day, it is important to efficiently utilize the spectrum to meet
the demands of the customers. As such, CR is seen as a solution for spectrum scarcity problem [27].
Spectrum sensing is an important task in CR to identify the unoccupied frequency bands [9]. A detailed
description of CR and spectrum sensing is presented in Sections 2.2 and 2.3, respectively.

2.2 Cognitive radio overview

The traffic growth has increased multi fold in the recent past due to increased number of mobile
devices. In order to meet the demands of users for high data rates, efficient use of spectrum is a key.
However, the spectrum is utilized inefficiently. This inefficiency in spectrum usage arises mainly be-
cause of static spectrum allocations and fixed regulations. CR is proposed as a novel solution to improve
the spectrum usage. CR is a technology which enables the users to efficiently utilize the spectrum by
continuously monitoring the spectrum [27]. As per the definition of Federal communication commission
(FCC), “Cognitive Radio: a radio or system that senses its operational electromagnetic environment and
can dynamically and autonomously adjust its radio operating parameters to modify interference, facili-
tate interoperability, and access secondary markets [28]”.

2.2.1 CR applications

The major applications of CR are: dynamic spectrum access and coexistence of heterogeneous net-
works (interference management).

Dynamic spectrum access

In CR terminology, the user who owns the spectrum is called primary user (PU) and the user who uses
the unlicensed spectrum in the absence of PU is called the secondary user (SU). A SU can use the PU
spectrum when the spectrum is vacant. A SU, using the spectrum of a PU, has to vacate the spectrum
whenever the PU requires it. One of the challenges in CR is to reduce the interference so that the
performance of the PU is not deteriorated. The SUs opportunistically use the spectrum of different PUs
to meet the bandwidth requirements. Such an opportunistic use of spectrum is called ‘dynamic spectrum
access (DSA)’. DSA is very much important to solve the problem of spectrum scarcity [29]. Three
important components of DSA are: Spectrum awareness, spectrum access and cognitive processing.
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• Spectrum awareness: Spectrum awareness is responsible for opportunistically selecting the un-
occupied frequency bands that are dynamic in time, frequency and space [30, 31]. The main task
in spectrum awareness is to find if a particular band of frequency is free or not. If it is occupied, it
is important to know the parameters of the transmitter such as location, power etc. The awareness
about the spectrum can be obtained by utilizing geolocation databases or by spectrum sensing
locally at CR.

• Spectrum access: In Spectrum access, the SUs utilize the available spectrum based on the spec-
trum awareness performed. As many CR users try to access the unoccupied spectrum, it is im-
portant to have spectrum management techniques for spectrum access to limit the interference
among the CR users. The spectrum management process has four important steps to successfully
mitigate the interference: spectrum sensing, spectrum decision, sharing of spectrum, spectrum
mobility [32]. A detailed description of spectrum management is discussed in [32].

• Cognitive processing: Cognitive processing involves decision making by intelligently perform-
ing certain tasks like radio environment awareness, efficient spectrum sensing and handling inter-
ference for coexistence of SU and PU [32].

Interference management

Coexistence of many heterogeneous networks lead to interference in 5G environment. 5G is expected
to have network tiers of different cell sizes, transmit power levels, back-haul connections [33]. Along
with these enhanced techniques, massive MIMO technology will be adopted in 5G networks to increase
the cell capacity in order to serve different users simultaneously [21]. However, such networks with
massive MIMO technology are prone to co-tier interference and cross-tier interference which eventu-
ally degrades the performance of the intended users [22, 34]. The current state of the art interference
cancellation techniques such as channel allocation, power control and load balancing may not be effec-
tive to mitigate the interference in heterogeneous and multi-tier 5G networks [33]. Thus, there is a need
to develop efficient interference management techniques for 5G networks as the employed standards,
waveforms and transmission powers are different for different networks [35].

CR is a novel solution for interference management in 5G networks [27, 36]. Cognitive capabilities
allow a user to identify the presence or absence of other users by performing spectrum sensing such
that the interference caused to the other existing users is minimal. Effective resource allocation and
management techniques for CR are proposed in [37]. In [38, 39], an attempt is being made to mitigate
the interference in heterogeneous networks by enabling dynamic frequency selection and optimal power
allocation using CR. Thus, CR is seen as an effective solution for interference management in 5G.
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2.3 Spectrum sensing

DSA is one of the key applications of CR. Spectrum sensing (SS) is a principal enabler in cognitive
radios for DSA. SS helps prevent interference of SU with PU. SS should identify the spectrum holes
(unoccupied frequency bands) to enhance the throughput and quality of service. Hence, the detection
performance is important in SS aspect for better performance of CR. As such, the detection performance
is quantified by two parameters: probability of false alarm (PFA) and probability of detection (PD).
PFA is defined as probability that a CR declares PU is present where spectrum is actually free [40]. PD
is defined as probability that a CR declares PU is present when the spectrum is occupied by PU [40].
These two metrics are very crucial for a CR setting. A miss in the detection causes interference to the
PU while false alarm minimizes the spectral efficiency.

As stated earlier, SS techniques should identify the spectrum holes to improve spectral efficiency.
There are two types of spectrum holes: temporal spectrum holes and spatial spectrum holes. A temporal
hole arises if a PU frequency band is unused (i.e., no transmission by PU) for a period of time. During
this period SUs can exploit the unused frequency band. Spatial hole arises if a PU’s transmission is
limited to a particular range and hence SU can use the same frequency band for parallel transmission,
in time, outside the coverage area of PU to nullify the interference with the PU.

2.3.1 Spectrum sensing classification

In order to know the presence of PU, SS is to be performed to know the spectrum occupancy infor-
mation. Different spectrum sensing approaches are mentioned in [41, 42, 43, 44] for obtaining spectrum
occupancy information. The SS techniques depend on primary transmitter detection. A classification
of SS schemes is shown in Fig. 2.2. Transmitter detection is performed locally at a CR and the CR
decides the presence of PU by observing the PU transmitted signal. On the other hand, in cooperative
detection, multiple CRs cooperate to take a decision about spectrum occupancy. Each CR contributing
to the detection performs SS locally and shares the sensing data in the CR network. Based on the way
of sharing sensing data, the cooperative detection is classified in to three types: centralized, distributed
and relay assisted [45]. Depending on the application, a CR may choose for wide band sensing or nar-
row band sensing. Thus, the main focus of SS will be on determining narrow band spectrum hole or
wide band spectrum hole. Proactive sensing refers to periodic sensing of spectrum by a CR and the
reactive sensing refers to spectrum sensing by a CR when ever there is a demand for sensing. Apriori
information availability is an important criterion for classification of SS techniques. Based on the avail-
ability of apriori information of transmitted PU signal, SS can be classified as non-blind, semi-blind
and total-blind. Non-blind SS schemes need PU signal structure and noise power estimate to detect
PU. Semi-blind techniques need only noise power estimates to spot a spectrum hole. Total-blind SS
schemes require no information about the PU signal and noise variance. Fig. 2.3 illustrates different SS
techniques grouped based on apriori information and wide band/narrow band sensing.
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 Figure 2.2: Classification of spectrum sensing schemes [41].

Generally, detection problem is modeled as binary hypothesis testing model given as:

H0 : y[n] = w[n]

H1 : y[n] = x[n] + w[n],
(2.1)

where y[n] is the received signal, x[n] is the transmitted signal and w[n] is additive white Gaussian
noise (AWGN) with 0 mean and σ2

w variance. H0 is called null hypothesis and H1 is called alternate
hypothesis. H0 represents that PU is absent while H1 represents that spectrum is occupied with in
the frequency band that is being scanned by CR. In general, a spectrum can be occupied by a PU or
other SU. Hence, it is important not only to detect the PU but also to differentiate between PU and SU.
Performance of the detector depends on type of SS technique chosen. Three main detection techniques
employed for SS are: energy detection, feature detection and matched filter detection.

Energy detection

Energy detector (ED) is suitable for wide band SS [41]. The basic approach in ED is that the signal
at the receiver is initially applied to a bandpass filter to select the frequency band for sensing. Energy
of the filtered signal is calculated and compared with a threshold (γ) to know the presence of PU. A
detailed description of ED is presented in [46]. If T represents the test statistics for the ED, the detector
chooses H1 if T > γ or chooses H0 if T < γ. The test statistics T for ED is given as

T =
1

Ns

Ns−1∑
n=0

|y[n]|2, (2.2)
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Figure 2.3: Spectrum sensing techniques [41].

where Ns is number of samples considered for detection. Proper care is to be taken to choose the
threshold γ. If γ is too low, the PFA (Pr(T > γ|H0)) increases which refers to underutilization of
spectrum holes. If γ is high then the PD (Pr(T > γ|H1)) is low resulting in interference with PU.
Hence, there is a trade off in considering the threshold [40]. Practically, PFA is fixed to a low value
(< 10−1) and PD is maximized.

PU’s information is not essential in ED. Hence, it is a blind detector. ED needs only the estimate of
noise variance to set a threshold value for the detection. However, the major limitation of ED is noise
uncertainty that results in uncertainty in threshold. In practical scenarios, the knowledge of noise power
is unknown and the detector will only have an estimate of noise power. This imperfect knowledge of
noise variance is known as ”noise uncertainty”. The limitations like noise uncertainty [47] and SNR
walls (i.e., minimum SNR below which signals can not be detected) [10] in ED paves way for better
detection methods which makes use of one or more features of PU.

Feature detection

Feature detection based SS technique relies on capturing a particular pattern of PU (Cyclic prefix
in OFDM for example) for spectrum sensing. The basic feature based detectors are cyclostationary
detector and autocorrelation detector. Many of the practical wireless signals are combined with sine
wave carriers, pulse trains, cyclic prefixes (in OFDM signals) which introduce periodicities in the sig-
nals which make the signals cyclostationary. This periodicity generally arises from inducing repeating
patterns to estimate channel (pilot symbols) or symbols which are used for synchronization. The cy-
clostationary feature detection makes use of periodicity property of received signals to detect PU in the
presence of noise.
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The inbuilt periodicity of cyclostationary signals makes statistical properties like mean and auto-
correlation repeat with a pattern. The cyclostationary property introduces correlation among received
samples of PU which can be observed using cyclic autocorrelation function (CAF) or can be equiva-
lently viewed in frequency domain as spectral correlation function (SCF) [48]. Many cyclostationary
based algorithms use peaks induced by CP for detection of PU signals. For standard waveforms like
OFDM, the length and location of CP is known. However, SUs may employ OFDM signals with almost
equal symbol duration and CP length. Hence, cyclostationarity information is not reliable to differen-
tiate between PU and SU. Authors in [49] have proposed a robust algorithm to differentiate PU and
multiple SUs which use OFDM modulation. Second-order cyclostationarity property is exploited in
[49] to classify PU and SU.

The other prominent feature detector is autocorrelation based detector. Similar to cyclostationary
detector, autocorrelation detector also uses the inherent correlation existing among the samples of the
communication signals. The difference between cyclostationary and autocorrelation detectors is that the
former uses the particular repeating patterns (cyclostationarity) of the signal where as the latter uses the
stationary correlation values of a signal [50, 51, 9]. The autocorrelation based detectors are less complex
to implement compared to cyclosationary detectors [9].

The notable feature of cyclostationary detector and autocorrelation detector is that they can differ-
entiate PU from interference (SU) and noise. They can also distinguish different PU signals. Another
advantage of feature detectors is that they are very much robust to noise uncertainty. In low SNR regime,
feature detector outperforms ED [41]. However, the accuracy of feature detectors comes with increased
implementation complexity. High sensing time is also a drawback in feature detectors.

Matched filter detection

Matched filter (MF) detection is a type of coherent sensing method. Coherent sensing exploits known
patterns of PU to coherently detect PU. These known patterns may be pilot symbols which are delib-
erately introduced in PU signals to estimate channel properties and to minimize synchronization errors
(time and frequency) at the receiver. If a CR has the apriori information of these patterns of PU sig-
nal then the PU can be detected by passing the received signal to a filter having the impulse response
matched to the received signal. This technique is known as “matched filter technique”. The coher-
ent detection can also be carried out by correlating the signal at the receiver with itself to extract the
induced patterns. It is proved in [52] that coherent processing of received samples would detect very
weak signals. However, in order to perform MF detection, the cost of having pilot symbols to maintain
synchronization is to be incurred.

2.3.2 Choosing a SS method

The choice of selecting a SS method has a trade off between accuracy and complexity. When the
apriori knowledge of PU signal is not available then ED is the best and simple detector. However,

14



ED is not robust to fading scenarios and noise uncertainties. Some information about PU is required
to distinguish PU from SU and noise. Exploiting this information about PU makes detection reliable
with increased computational cost. Such techniques are called non-blind techniques and the choice of
choosing a non-blind method depends on available information about PU. For example, cyclostationary
method is suitable if the cyclic frequencies of PU are known while coherent detection is preferable if
information about pilot transmissions is known apriori.

15



Chapter 3

FBMC: A contender for 5G

In this chapter, we first present history and various types of FBMC signals. Next, an overview
of multicarrier transmission is detailed followed by a detailed discussion on FBMC signal generation.
Finally, a comparison between OFDM and FBMC is presented.

3.1 FBMC signal

3.1.1 History of FBMC signal

FBMC has been in existence since the early 20th century. There are many types of filter bank
techniques implemented in the literature [53, 54]. Staggered-modulated multitone (SMT) type of filter
bank is very popular for the reason that the spectral efficiency of SMT method is better compared to other
methods. The pioneering work in SMT FBMC was carried-out by Chang [55] and Saltzberg [56] in
1960s. They showed that it is possible to get back the symbols at the receiver with out any ISI and ICI by
transmitting in-phase and quadrature-phase components with a delay equal to half the symbol duration.
Further work in FBMC was done by Hirosaki [57], who demonstrated the efficient implementation of
offset QAM (OQAM)-filter bank method by poly phase network (PPN) structure of discrete Fourier
transform (DFT). With this motivation for the SMT method, in this thesis, we considered the SMT
implementation of FBMC signal. Interested readers are referred to [5, 58, 59, 60, 61] for more details
on background and implementation of FBMC signal.

3.1.2 Multicarrier transmission

In a multicarrier transmission, OFDM for example, inverse fast Fourier transform (IFFT) and fast
Fourier transform (FFT) algorithms are used as a transform pair to modulate and demodulate the data,
respectively. As shown in Fig. 3.1, the input to IFFT block of length N is Si[mN ] with 0 ≤ i ≤ N − 1.
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Figure 3.1: Multicarrier transmission.

For mN ≤ n ≤ (m+ 1)N , the output of IFFT is given by the expression

y[n] =
N−1∑
i=0

Si[mN ]e
j2πni
N . (3.1)

Here, m represents the symbol index [58]. A parallel-to-serial converter is used to transmit the IFFT
samples serially in to the channel. At the receiver, a serial-to-parallel conversion is performed and
parallel samples are applied to FFT block to obtain the input data samples. The input data samples are
obtained by

Si[mN ] =
1

N

mN+N−1∑
n=mN

y[n]e−
j2πni
N . (3.2)

The proper functioning of the system depends on the timing synchronization of both the transmitter
and the receiver. However, in a practical scenario like multipath propagation the received samples are
delayed by the respective delay timings. Hence, the received samples interfere either constructively or
destructively. In this scenario, it is not possible to demodulate the received samples using FFT alone
because the ISI has been introduced due to the multipath propagation and the orthogonality nature of
the carriers is lost. So, how to overcome the problem of ISI? There are two solutions given in [62]:

1. Increase the symbol duration by inserting guard time to be more than channel impulse response’s
length and demodulate with the FFT. This approach is known as OFDM. In OFDM, CP is used as
guard interval to eliminate ISI.

2. Keep the duration of the symbol same but do some processing to the FFT [58]. This approach is
called FBMC.

3.1.3 FBMC signal generation

Rectangular pulse is applied as filter in a conventional OFDM system in time-domain [4]. One
drawback of pulse shaping used in OFDM is its out-of-band radiation. The out-of-band ripples can be
reduced by introducing more frequency coefficients such that the main lobe of filter-frequency-response
at each subcarrier is spread while side lobes are reduced so that only adjacent subchannels overlap. As
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overall frequency spread of the response reduces significantly because of frequency spreading operation,
the impulse response of the filter in time-domain spreads beyond one symbol duration and the symbols
overlap in time domain. The number of symbols which overlap in time domain is given by the parameter
K, known as overlapping factor. Here, the challenge is to design a prototype filter 1 which successfully
aids for ISI free transmission of data symbols in spite of overlapping of the symbols.

Prototype filter design

The fundamental principle behind the prototype filter design for ISI free transmission is the Nyquist
criterion. Let h(t) be the channel impulse response, then the condition for zero ISI is given from [63] as

h(nT ) =

{
1; n = 0

0; n 6= 0
, (3.3)

where T is the symbol period. This is equivalent to

1

T

+∞∑
k=−∞

H(f − k

T
) = 1 ∀ f, (3.4)

with H(f) being the Fourier transform of h(t). The intuition of Nyquist criterion is: “the frequency
shifted versions of H(f) should add up to a constant value”. In practice, if the base band filters satisfy
Nyquist criterion then the data elements can be transmitted over a channel that has a flat response, with
zero ISI. From (3.3), Nyquist criterion can also be interpreted as “the impulse response of the filter must
cross the zero axis at the integer multiples of the symbol period [58]”. This condition, in frequency
domain, is nothing but having the symmetry of the frequency response around the cutoff frequency,
which is half the symbol rate. Now, the prototype filter is designed with the frequency coefficients that
satisfy the Nyquist symmetry condition in frequency domain. The coefficients of prototype filter are
obtained as [64]:

H0 = 1 ; H2
l +H2

K−l = 1 ; 1 ≤ l ≤ K − 1

HKN−l = Hl ; 1 ≤ l ≤ K − 1

Hl = 0 ; K ≤ l ≤ KN −K,

(3.5)

where N denotes number of subcarriers while K represents overlapping factor. Using (3.5) the fre-
quency coefficients for K = 2, 3, 4 are given in table 3.1. In this work, the overlapping factor
considered is 3. The frequency response H(f) is given by [62]

H(f) =

K−1∑
k=−(K−1)

Hk
sin(π(f − k

NK )NK)

NK sin(π(f − k
NK ))

, (3.6)

and is presented in Fig. 3.2(a) for N = 64 subcarriers. It is evident from the figure that the out-of-band
1first filter in the filter bank
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Figure 3.2: Prototype filter response in frequency domain and time domain for K = 3 and N = 64
[62].

ripples are insignificant. The corresponding impulse response h[n] of length KN = 192 samples is
obtained by frequency sampling technique [62] and is given by

h[n] = H0 + 2
K−1∑
k=1

Hk cos

(
2πkn

KN

)
, (3.7)

for n = 0, 1, . . . ,KN − 1 and is shown in Fig. 3.2(b). The figure also exhibits three equal partitions of
h, viz., h1, h2, h3 that play a crucial role in simplifying the analysis in the later sections.

Now, the bank of filters is obtained by frequency shifting the prototype filter frequency response with
k
N as shown in Fig. 3.3. The kth filter in the bank is obtained by multiplying the frequency coefficients
of the prototype filter with e

j2πki
N . A portion of the filter bank obtained is shown in Fig. 3.3. In the

figure, the X-axis corresponds to subcarrier index (also referred as sub-channels in FBMC) with the
subcarrier spacing as unity and the Y-axis corresponds to the magnitude of the filters. The even index
(or odd index) sub-channels are not overlapping. Moreover, a sub-channel overlaps with its neighboring
sub-channels only [58]. Hence, orthogonality is essential among adjacent sub-channels.

K H0 H1 H2 H3

2 1
√

2
2 - -

3 1 0.911438 0.411438 -
4 1 0.971960

√
2

2 0.235147

Table 3.1: Frequency domain prototype filter coefficients.
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Figure 3.3: Portion of filter bank for K = 3.

OQAM modulation

In FBMC, any modulation technique can be used as long as the adjacent subcarriers are not overlap-
ping. If even index (or odd index) subcarriers are used then the subcarriers do not overlap. However,
to seek full capacity of the system all the subcarriers are to be utilized. A modulation technique is re-
quired to nullify the effect of overlapping of adjacent subcarriers by maintaining orthogonality among
adjacent subcarriers. Orthogonality among the adjacent subcarriers is preserved by using the real part of
the complex input symbols with even index subcarriers of IFFT and the imaginary part of the complex
input symbols with odd index subcarriers [58]. Here, the system capacity is reduced by a factor of 2 as
only real or imaginary part of a complex symbol is transmitted at any time instant. Full capacity of the
system is achieved in the following way: double the symbol rate and each subcarrier is loaded with the
real and imaginary part of a complex symbol. Here, the real and imaginary components are transmitted
at different time instants with a time delay equal to half the symbol period. It is noteworthy that data
can be transmitted using the real part of the subcarrier i at unit spacing rate and using the imaginary
part of the subcarrier i at unit spacing rate but with a shift of half the symbol duration. Similarly, data
transmission is done on subcarriers i−1 and i+1 but with the interchange of real and imaginary parts of
the input complex symbols. This scheme is known as OQAM technique. Fig. 3.4 illustrates the imple-
mentation of OQAM technique. The term “offset” implies to the delay introduced in the transmission
of real and imaginary components of a complex symbol.

In OFDM, each data element given to the subcarrier of N−size IFFT block modulates a single
carrier, whereas in FBMC each data element applied to KN−size IFFT modulates 2K − 1 subcarriers
due to the overlapping factor K. Thus, single data component is spread over many IFFT inputs. This
operation is known as weighted frequency spreading [62]. As shown in Fig. 3.5, input element Si[mN ]

modulates 2K − 1 carriers centered at the iK th subcarrier. For each set of N input samples IFFT
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Figure 3.4: OQAM technique. Here, T is symbol period. In this thesis, T = N .

P/S + overlap/sum

Figure 3.5: Simple block diagram of FBMC transmitter with weighted frequency spreading and ex-
tended IFFT for K = 3 [62]. Loading of (i+ 1)Kth subcarrier is not shown for convenience.

produces KN samples. Since the symbol rate is 1
T = 1

N , K symbols overlap in the time domain.
Hence, the output of filter bank is supplied with the overlap and sum operation as shown in Fig. 3.5.
From Fig. 3.5, it is evident that the subcarriers i and i + 2 do not overlap where as the subcarrier i + 1

overlaps with both i and i+ 2. So, orthogonality is required among adjacent subcarriers. Orthogonality
is provided by OQAM technique as explained earlier.

At the receiver, the data recovery is determined based on Nyquist filter’s property:

1

N

K−1∑
k=−(K−1)

|Hk|2 = 1. (3.8)

The receiver block diagram of FBMC is the reverse of transmitter section with IFFT block being re-
placed by FFT block. The issue with this transmitter-receiver structure is its complexity because of
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Figure 3.6: PPN-FFT approach [62].

extended IFFT and FFT blocks from N to KN . An efficient way of reducing the computational com-
plexity is to use PPN-FFT approach. In this method, the FFT length is kept as N and additional pro-
cessing called PPN (poly phase network) is introduced. The PPN-FFT approach is implemented in [62].
As explained in [62], PPN-FFT approach needs two chains or a single IFFT functioning at twofold in-
creased rate integrated with two PPN sections as shown in Fig. 3.6. The output symbols, each of N
samples, coming out of PPN1 chain and PPN2 chain overlap by N/2 samples. Hence, an adder is put
in place.

3.2 OFDM Vs FBMC

The magnitude response of OFDM and FBMC prototype filter is shown in Fig. 3.7(a) [4, 58]. From
Fig. 3.7(a), it is clear that the magnitude of side lobe of FBMC prototype filter for K = 4 is very much
less than that of OFDM. The side lobe power of FBMC for K = 4 is 20 dB less than that of OFDM.
Hence, K = 4 exhibits better spectral resolution. However, the side lobe magnitude of FBMC filter for
K = 2 is very much comparable to that of OFDM. Hence, K = 2 may not be suitable for cognitive
radio scenarios in which spectral resolution of waveform of PU is expected to be good. Fig. 3.7(b)
depicts the complexity comparison of OFDM and FBMC system for variousK values. The trade off for
choosing K values is implementation complexity and the side lobe power of the prototype filter. The
complexity of FBMC system is high compared to that of OFDM system. This is the cost that has to be
paid while moving from OFDM to FBMC waveform. In FBMC system, K = 4 has high complexity
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Figure 3.7: Magnitude response and complexity comparison of prototype filters of OFDM and FBMC.

while K = 2 has low complexity. Complexity of K = 3 is in between complexity of K = 4 and
K = 2.

The multiple access version of OFDM (OFDMA) works fine in down link. However, because of
power leakage into adjacent SC each user is to be synchronized at the BS to avoid ICI. Additional signal
processing is to be performed in a network uplink scenario to maintain synchronization. This signaling
overhead is an issue in an IoT setup [13]. Also, because of high side lobe power, it is difficult for a CR
to distinguish between PU and SUs. Hence, FBMC with better spectral resolution is proposed to suit
applications of 5G and CR [6, 58].
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Chapter 4

Autocorrelation Analysis of FBMC signal

In this chapter, we first present the FBMC signal structure followed by the autocorrelation analysis
of FBMC signal at the transmitter. It is shown that autocorrelation values at last stage of FBMC signal
generation are zero for non-zero lags. Later, a modification is proposed to the received FBMC signal to
get back the non-zero autocorrelation at a lag equal to the number of subcarriers. Finally, we present
autocorrelation analysis of modified FBMC signal with K = 2.

4.1 FBMC signal structure

In this section, we explain the FBMC signal generation described and implemented in [65], which is
helpful in finding the structure in the FBMC signal, which in turn can be detected using a feature detec-
tor. Note that the implementation of weighted frequency spreading shown in Fig. 3.5 can be achieved
by first loading every Kth subcarrier with data and then convolving with frequency response H(f) of
prototype filter. In time domain, this is equivalent to repeating the time-domain data block K times and
then multiplying the resultant data vector of length KN with h. This approach is used in this thesis to
obtain the FBMC signal and is shown in Fig. 4.1.

As shown in Fig. 4.1, there are two chains for generating FBMC signal (Note that these two chains
will be replaced by two PPNs in low-complexity FBMC implementation as explained in [62]). Complex
input symbols, Sb[i] corresponding to block or symbol b, are fed to N -IFFT block of both chain-1 and
chain-2 sections. In chain-1, real part of Sb[i] is loaded on ith subcarrier if i is odd while imaginary part
(including j) of Sb[i] is loaded on the ith subcarrier if i is even. On the other hand, for chain-2, imaginary
part (including (j) of Sb[i] is loaded on ith subcarrier if i is odd while real part of Sb[i] is loaded on
the ith subcarrier if i is even. The chain-1 data vector corresponding to bth block is represented by x1b.
Each output block of KN samples of chain-1 and chain-2 overlap by N

2 samples and the samples are
added to give the transmitted FBMC signal y[n]. Here, y[n] = y1[n] + y2[n − N/2] where y1[n] and
y2[n] are the outputs of chain-1 and chain-2, respectively.

Fig. 4.2 shows a representative example of the frame structure of FBMC signal assuming K = 3

and input data blocks Sb of N samples with block index b = 1, 2, . . . , 7. Each block is delayed by
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Figure 4.1: FBMC signal generation: This figure shows the generation of bth block of data samples for
K = 3. Each input block (sb) is of length N samples and output block (y1b or y2b) is of length KN
samples. Output samples of chain-2 are delayed by N/2 samples and are added to output samples of
chain-1 to give corresponding bth block output.

N samples to its preceding block and blocks are overlapped to give final output for chain-1 frame.
Generation of FBMC signal for chain-1 frame is shown in Fig. 4.2. Generation of chain-2 signal is
similar and only the resulting chain-2 frame is shown for conciseness. Finally, the signals from chain-1
and chain-2 (delayed by N/2 samples) are added to give the final transmitted FBMC signal. Note that
the autocorrelation analysis has to be performed on a steady state frame, which is defined as part of the
transmitted frame containing K number of overlapped symbols for both chain-1 and chain-2 outputs. A
steady state frame is obtained by removing KN samples, from the overlapped frames, at the beginning
and (K−1)N samples at the end. This steady state frame is considered for autocorrelation calculations
in the following sections.

4.2 Autocorrelation analysis of transmitted FBMC signal

In this section, autocorrelation of FBMC signal is analyzed at each stage of the signal generation as
described in Fig. 4.1. As this chapter focuses only on analyzing the autocorrelation function (ACF) for
FBMC signal, we assume noise-free channel in this chapter so that the transmitted as well as received
FBMC signals are the same. Also, the autocorrelation properties are derived only for the output of four
stages (IFFT, repetition, Hadamard Product and P/S + overlap/sum) of chain-1. Due to similarity in
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Figure 4.2: FBMC frame structure: In this figure, generation of chain-1 signal is shown using data-
blocks. Generation of chain-2 signal will be similar and only the resulting chain-2 frame is shown.
Here, K = 3, number of blocks = 7.

the operations of the two chains, the autocorrelation properties of the output of corresponding stages of
chain-2 will be same. The autocorrelation of the sum of the two chains will be derived at the end.

4.2.1 Autocorrelation of x1b

We assume that complex symbols Sb[i] (such as QAM) for i = 0, . . . , N − 1, each with variance
σ2
s , are fed to N−point IFFT. In chain-1, real part of Sb[i] is loaded on the ith subcarrier if i is odd

while imaginary part (including j) of Sb[i] is loaded on the ith subcarrier if i is even. Therefore, input to
N−point IFFT are the random variables R(Sb[i]) or jI(Sb[i]) with variance σ2

s/2 based on subcarrier
index i being even or odd. For sufficiently large N , the output of IFFT x1b[n] can be approximated as
independent and identically distributed (IID) Gaussian random variables as shown in [51] such that

x1b[n] ∼ Nc(0, σ2
x1), (4.1)

where σ2
x1 = σ2

s/2 and Nc denotes distribution for complex circular symmetric Gaussian random vari-
able. The autocorrelation function of x1b[n] is given by

Rx1b(n, τ) = E{x1b[n]x∗1b[n+ τ ]} =

{
σ2
x1 = σ2

s/2 τ = 0

0 τ 6= 0
, (4.2)

where n, τ and b are all integers with n ∈ [0, 1, . . . , N−1] and b ∈ [1, . . . , B] while 0 ≤ n+τ < N−1.
Here B is the number of data blocks.
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4.2.2 Autocorrelation of x′1b

It is evident from Fig. 4.1, that x′1b is generated by repeating x1b K times. As such, the autocorrela-
tion function of x′1b[n] is given by

Rx′1b(n, τ) = E{x′1b[n]x
′∗
1b[n+ τ ]} =


σ2
x1 = σ2

s/2 τ = ±kN
s.t. 0 ≤ n+ τ < KN

0 Otherwise

, (4.3)

for n ∈ [0,KN − 1] while k ∈ [0, 1, . . . , (K − 1)]. Here, s.t. refers to such that. Fig. 4.3(a) shows
the simulated autocorrelation values for x′1b with K = 3 and N = 64. The simulated autocorrelation
values match very well with the theoretical autocorrelation values in (4.3). Moreover, it can be clearly
seen that the samples of x′1b are uncorrelated, except for τ = 0,±N,±2N as theory suggests.

4.2.3 Autocorrelation of y1b

As shown in Fig. 4.1, the next step is element-wise multiplication (Hadamard product denoted by�)
of x′1b with the frequency-spreading-filter impulse response h, both of size KN , i.e., y1b = x′1b � h.
The autocorrelation of y1b is given by

Ry1b(n, τ) = E{y1b[n] y∗1b[n+ τ ]}

= E{x1b[n]h[n]x∗1b[n+ τ ]h∗[n+ τ ]}

= E{x1b[n]x∗1b[n+ τ ]}h[n]h[n+ τ ]

=


σ2
s
2 h[n]h[n+ τ ] τ = ±kN

s.t. 0 ≤ n+ τ < KN

0 Otherwise

,

(4.4)

for n ∈ [0,KN −1] and k ∈ [0,K−1]. Here the last step is due to (4.3). Note that h[n] is a real valued
function so that h∗[n] = h[n]. Fig. 4.3(b) shows the autocorrelation plot of y1b for various values of
n and τ for K = 3, N = 64. The simulated values match well with theoretical values from (4.4).
Observe that autocorrelation values are non-zero for τ = 0,±N,±2N for K = 3 although the values
at the lag ±2N are negligible as compared to those at the lags of 0 and ±N .
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(a) (b)

(c)

Figure 4.3: Simulated autocorrelation values at output of different stages of chain-1 forN = 64,K = 3,
and the number of Monte-Carlo realizations = 100000: (a) The samples of x′1b[n] are correlated for time
lags of 0,±N,±2N . (b) The samples of y1b[n] are correlated for time lags of 0,±N,±2N . However,
correlation values at the lag 2N are negligible compared to that of N . (c) The samples of y1[n] are
correlated for time lags of 0,±N . Again, correlation at lags of ±2N are negligible.

4.2.4 Autocorrelation of y1[n] after overlap and add of K data blocks

In overlap and add, data for K blocks are overlapped and added. For the steady state part of frame,
after overlap and add operation (see Fig. 4.2), we have

y1[n] = y1[(b− 1)N + l]

=

K−1∑
k=0

y1(b−k)[l + kN ]

=
K−1∑
k=0

x1(b−k)[l + kN ]h[l + kN ]

=

K−1∑
k=0

x1[(b− k)N + l]h[l + kN ],

(4.5)
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where n = (b − 1)N + l with l = 0, . . . , N − 1; b = K + 1, . . . , B; n = KN, . . . , BN − 1 for
steady state frame. Here, x1 is assumed to be cascade of B blocks of x1b for b = 1, . . . , B, i.e.,
x1 = [x11,x12, . . . ,x1b] of size NB samples. (4.5) can be written in terms of h1,h2 and h3 as

y1[n] =
K−1∑
k=0

x1(b−k)[l]hk+1[l], (4.6)

where hk+1[l] = h[kN + l]. For example shown in Fig. 4.2 with K = 3, steady state frame starts at
n = 3N corresponding to b = 4. For steady state frame, the autocorrelation of y1 is given by

Ry1(n, τ) = Ry1((b− 1)N + l, τ)

= E{y1[n] y∗1[n+ τ ]}

= E

{K−1∑
k=0

K−1∑
m=0

y1(b−k)[l + kN ] y∗1(b−m)[l +mN + τ ]

}

=

K−1∑
k=0

K−1∑
m=0

E{y1(b−k)[l + kN ] y∗1(b−m)[l +mN + τ ]}

=
K−1∑
k=0

E{y1(b−k)[l + kN ] y∗1(b−k)[l + kN + τ ]}

=


σ2
s
2

∑K−1
k=0 {h[l + kN ] · h[l + kN + τ ]} τ = ±pN

s.t. KN ≤ n+ τ < BN

0 Otherwise

,

(4.7)

for p = 0, 1, . . . ,K − 1. Here the last but one step is due to the independence of data across different
blocks, i.e., E{y1(b−k)[l] y

∗
1(b−m)[l + τ ] = 0 for k 6= m while the last step is due to (4.4). Note that the

dependence of Ry1(n, τ) on n is through l since l = mod(n,N). For the example shown in the Fig.
4.2, we have for n ∈ [3N, 4N − 1],

Ry1(n, τ) =



σ2
s
2

(
h2

1[l] + h2
2[l] + h2

3[l]
)

τ = 0

σ2
s
2

(
h1[l]h2[l] + h1[l]h3[l]

)
τ = ±N

s.t. 3N ≤ n+ τ < 7N
σ2
s
2

(
h1[l]h3[l]

)
τ = ±2N

s.t. 3N ≤ n+ τ < 7N

0 Otherwise

, (4.8)

for l = mod(n,N). Fig. 4.3(c) shows the autocorrelation plot of y1 for various values of n and τ for
K = 3, N = 64. The simulated values match well with theoretical values from (4.7). Observe that
the autocorrelation values are non-zero for τ = 0,±N,±2N for K = 3 although the values at the lag
±2N are negligible as compared to those at the lags of 0 and ±N .
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4.2.5 Autocorrelation of Chain-2 output y2[n]

The ACF for chain-2 can be derived similar to chain-1 as:

Ry2(n, τ)

=



σ2
s
2

K−1∑
k=0

h[l + kN − N
2 ] · h[l + kN − N

2 + τ ] τ = ±pN

s.t. KN ≤ n+ τ < BN

0 Otherwise

,
(4.9)

for l = mod(n,N), n ∈ [KN,BN − 1], and p ∈ [0,K − 1].

4.2.6 Autocorrelation of FBMC signal y[n]

At the last step, the output of chain-1 is added with the output of chain-2 delayed by N/2 samples,
as shown in Fig. 4.2, so that

y[n] = y1[n] + y2[n− N

2
]. (4.10)

The ACF for y[n] is given by

Ry(n, τ) = E{y[n]y∗[n+ τ}

= E{(y1[n] + y2[n− N

2
])(y1[n+ τ ] + y2[n− N

2
+ τ ])∗}

= E{y1[n]y∗1[n+ τ ]}+ E{y2[n− N

2
]y2[n− N

2
+ τ ])∗}

= Ry1(n, τ) +Ry2(n, τ).

(4.11)

The last step is from the fact that the output of the two chains are independent of each other and hence
uncorrelated. Using (4.8) and (4.9) in (4.11), we get

Ry(n, τ) =



σ2
s
2

∑K−1
k=0 {h[l + kN ] · h[l + kN + τ ]

+h[l + kN − N
2 ] · h[l + kN − N

2 + τ ]} τ = ±pN
s.t.KN ≤ n+ τ < BN

0 Otherwise

. (4.12)

Since h is a Nyquist pulse, we have [62, 66]

K−1∑
k=0

{h[l + kN ]h[l + kN + τ ] + h[l + kN − N

2
]

· h[l + kN − N

2
+ τ ]} = 0, for τ 6= 0

. (4.13)
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Figure 4.4: Simulated autocorrelation of the transmitted FBMC signal, y[n] for N = 64,K = 3. The
autocorrelation values are zero for non-zero lags. The number of Monte-Carlo realizations = 100000.

Using (4.13) in (4.12), we get

Ry(n, τ) =


σ2
s
2

K−1∑
k=0

(
h2[l + kN ] + h2[l + kN − N

2 ]
)

τ = 0

0 τ 6= 0

. (4.14)

Fig. 4.4 shows the autocorrelation of y[n] for different τ values for K = 3, N = 64. The autocorre-
lation value is non-zero for lag equal to zero and the value is zero for lag not equal to zero. The signal
y[n] exhibits no correlation property except for the zero-lag.

4.3 Proposed modification to the received FBMC signal and its autocor-

relation analysis

Since the original received signal y[n] does not have any correlation, the received signal needs to be
modified. In this section, we discuss the modification of the FBMC signal at the receiver which will
reveal the autocorrelation property. For convenience, we consider that the channel is noise-free in this
section so that the transmitted as well as the received signals are same and denoted by y[n]. Note here
that the received signal is processed (or modified) only at the receiver and not at the transmitter. Here,
we only consider steady state part of frame so that n ∈ [KN,BN − 1]. To simplify the notations, we
use t = n−KN such that t ∈ [0, (B −K)N − 1].

Section 4.2 shows that the autocorrelation existed for non-zero lags in the signal at various stages
of FBMC signal generation and only at the last stage the autocorrelation at non-zero lags disappears
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Figure 4.5: Four blocks from steady state frame of chain-1 section of z[t]. Idealized scenario which
reveals correlation between samples at τ = N . Steady state frame of chain-2 section of z[t] is similar
to that of chain-1 section and is not shown here. The samples of chain-2 of z[t] are also correlated for
τ = N . The modification performed on y[t] destroys the Nyquist pulse condition of h giving rise to
non-zero correlation values of z[t].

when the output of two chains are added. This happens due to the Nyquist property of the frequency-
spreading-filter given by (4.13). We propose a modification to the received signal to get back the auto-
correlation property.

Let α = [α2, α3, α2, α3, . . . , α2, α3, ] be a vector of length (B − K)N where α2 = 1 � h2

andα3 = 1�h3. Here,� denotes element-wise division. We denote the modified FBMC signal as z[t]
and it is given by

z[t] = z[n−KN ] = z[(b−K − 1)N + l] = y[t]α[t], (4.15)

for l ∈ [0, N − 1].
To see how the proposed modification reveals autocorrelation property, look at the ideal scenario

shown in Fig. 4.5 showing the output of chain-1 in steady state frame. If we multiply this output by α,
that is the first block by α2, second block by α3, third block by α2 and so on, then the resultant blocks
of z have samples resulting in correlation as shown in Fig. 4.5. With this proposed modification to z[t],
the resultant samples of z[t] produce non-zero autocorrelation values at lag N .

In practical implementations division by h is not possible as few indices of h containing very small
values (tending to zero) will result in implementation issues such as autocorrelation values going to
infinity. So, we modify the definition of α2 and α3 by introducing indicator function and a parameter δ
such that

α2[l] =
1

h2[l]
· I2(l, δ) and α3[l] =

1

h3[l]
· I3(l, δ), (4.16)

where

I2(l, δ) =

1 h2[l] > δ

0 otherwise
and I3(l, δ) =

1 h3[l] > δ

0 otherwise
,

for l ∈ [0, N − 1]. From Fig. 4.6, it is evident that autocorrelation function of modified FBMC signal,
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Figure 4.6: Simulated plot of |Rz(t,N)|. Here N = 64, the number of Monte-Carlo realizations =
10000. The correlation value at lag of N is non-zero for modified FBMC signal while the correlation is
zero for AWGN samples.

z[t], has non-zero values at lag of τ = N . On the other hand, the AWGN samples, being independent,
will not exhibit any autocorrelation property except at zero lag. Thus, this autocorrelation feature at lag
of τ = N for the modified received FBMC signal is used to detect and differentiate between FBMC and
noise signals.
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Figure 4.7: Simulated plot of |Rz(t,N)| for K = 2. Here N = 64, the number of Monte-Carlo
realizations = 10000. The correlation value at lag of N is zero even for modified FBMC signal.
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K = 2: A special case

The autocorrelation value for K = 2 FBMC signal for N = 64 is shown in Fig. 4.7. The autocor-
relation value is zero even after the proposed modification. The reason behind this result is explained
below. The length of prototype filter for K = 2 and N = 64 is KN = 128. As stated earlier in the
thesis that the prototype filter is divided in to K equal parts(2 parts in this case) for analysis purpose.
Since, there are only two parts, say h1 and h2, and the impulse response of the filter being symmetric
around KN/2, the division of received signal results in zero correlation as h1 and h2 cancel out each
other due to symmetry.
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Chapter 5

Autocorrelation-based detection of FBMC signal

Although blind detection techniques such as energy detection are used to detect any waveform, they
cannot distinguish between noise and interfering signal. In addition, they have serious issues such as
SNR walls [10]. Moreover, the ED does not consider the signal characteristics for spectrum sensing.
Hence, they are not suitable to differentiate different primary signals. Also, parameter estimation of the
primary signals is not possible as the blind detectors consider only the energy of the primary signals.
As such, the need for feature based detectors has garnered much attention in the field of CR. Unlike
blind detectors, feature based detectors use certain feature of the primary user waveform for spectrum
sensing. For example, CP feature in OFDM signal. The feature present in the PU signal is used to
estimate parameters of the waveform and hence to classify different PU signals. With this motivation for
feature based detectors, we exploit the autocorrelation feature hidden in the FBMC signal for spectrum
sensing of FBMC signal.

In this chapter, we present the design of an autocorrelation-based detector for sensing of FBMC
signal. Next, We discuss the design of the detector using Neyman-Pearson criterion. Later, the perfor-
mance of the proposed detector is examined under different scenarios such as timing offset, multipath
channel model and noise uncertainty. Finally, the proposed detector’s performance is compared with the
performance of ED followed by combining the proposed detector with the ED.

5.1 Autocorrelation-based detection of FBMC signal

In this section, a detection scheme is presented to detect FBMC signal based on autocorrelation
feature explored in sections 4.2 and 4.3. We begin by presenting the system model, followed by proposed
test statistic. Next, we derive the distribution of the test statistic assuming Neyman-Pearson detection
criterion.

The problem of detecting FBMC signal is modeled as a binary hypothesis testing problem. In our
case, the binary hypothesis problem is to choose between the two hypotheses: H0 (noise-only hypoth-
esis) and H1 (FBMC-signal-plus-noise hypothesis). If we denote the received signal in the presence of
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AWGN as v(t), then the two hypotheses will be given as

H0 : v[t] = w[t]

H1 : v[t] = y[t] + w[t].
(5.1)

However, the detection is done over the modified observations. Let the modified received signal is
u(t) = v(t)α(t) so that the modified received signal under the two hypotheses is given as

H0 : u[t] = w[t]α[t]

H1 : u[t] = (y[t] + w[t])α[t]

= z[t] + w′[t],

(5.2)

where w′[t] = w[t]α[t], w[t] ∼ N (0, σ2
w) is the AWGN noise signal, z[t] = y[t]α[t] is the FBMC signal

to be detected. In this thesis, the focus is on designing a detector which detects if the autocorrelation
value at lag τ = N is zero or not. Note that the autocorrelation at other lags ±kN for 1 < k < K are
negligible as compared to autocorrelation values at τ = N and have not been considered. In terms of
ACF between the modified signal samples at lag τ = N , the binary hypothesis test can be rewritten as

H0 : Ru(t,N) = Rw′(t,N) = 0

H1 : Ru(t,N) = Rz(t,N) +Rw′(t,N) = Rz(t,N) 6= 0.
(5.3)

For this binary hypothesis test, the proposed test statistic TA is

TA =

N−1∑
t=0

|R̂u(t,N)|2

σ2
rt

, (5.4)

where R̂u(t,N) is the maximum likelihood estimate ofRu(t,N) based on the observations and is given
by

R̂u(t,N) =
1

Nf
<
{Nf−1∑
nf=0

u[t+ nfN ]u∗[t+ nfN +N ]

}
, (5.5)

and σ2
rt is the variance of R̂u(t,N) under H0 hypothesis, Nf (≤ B−K) is total number of data blocks

present in the steady-state frame of FBMC signal. Here, <{.} represents real part of a complex signal.
The proposed test statistic TA is the weighted sum of squares of the estimated autocorrelation values.
The weights 1

σ2
rt

normalizes any noise amplification because of multiplication with α(t). Moreover,
the test statistic does not need any information regarding FBMC signal except N , which is generally
available in standards.

We employ Neyman-Pearson detection criterion that maximizes the probability of detection for a
given false alarm rate so that H1 is decided if TA > γ. Now we need to derive the distribution of TA
under H0, which depends on the distribution of R̂u(t,N).
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5.1.1 Distribution of R̂u(t, N) under H0

Employing central limit theorem for sufficiently large Nf in (5.5), we can approximate R̂u(t,N) as
a Gaussian random variable. The mean of R̂u(t,N) under H0 hypothesis is given by

E[R̂u(t,N)|H0] = E

 1

Nf

Nf−1∑
nf=0

u[t+ nfN ]u∗[t+ nfN +N ]

. (5.6)

Under H0, u[t] = w′[t] = w[t]α[t]. So,

E[R̂u(t,N)|H0] = E

{
1

Nf

Nf−1∑
nf=0

w[t+ nfN ]α[t+ nfN ]w∗[t+ nfN +N ]α∗[t+ nfN +N ]

}

=
1

Nf

Nf−1∑
nf=0

E

{
w[t+ nfN ]w∗[t+ nfN +N ]α[t+ nfN ]α[t+ nfN +N ]

}
= 0,

(5.7)

since noise values are uncorrelated for τ = N . As α[t] is a real quantity, we use α∗[t] = α[t] in
subsequent equations. If S is a circularly symmetric complex Gaussian random variable having variance
σ2 then <{S} will also be a Gaussian random variable with variance σ2

2 . Variance of R̂u(t,N) is given
by

Var(R̂u(t,N) |H0) =
E[R̂2

u(t,N) |H0]− E2[R̂u(t,N) |H0]

2
. (5.8)

Now,

E[R̂2
u(t,N) |H0] = E

{(
1

Nf

Nf−1∑
nf=0

w[t+ nfN ]α[t+ nfN ]w∗[t+ nfN +N ]α[t+ nfN +N ]

)2}

=
1

N2
f

E

{Nf−1∑
nf 1=0

Nf−1∑
nf 2=0

w[t+ nf 1N ]α[t+ nf 1N ]

w∗[t+ nf 1N +N ]α[t+ nf 1N +N ]w[t+ nf 2N ]

α[t+ nf 2N ]w∗[t+ nf 2N +N ]α[t+ nf 2N +N ]

}
.

(5.9)

If A, B, C, D are jointly Gaussian random variables then from [67]

E{ABCD} = E{AB}E{CD}+ E{AC}E{BD}+ E{AD}E{BC} − 2E{A}E{B}E{C}E{D}.
(5.10)
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Figure 5.1: The theoretical and simulated pdf of R̂u(t,N) under H0 for N = 64,K = 3, δ = 0.001
while the number of Monte-Carlo realizations = 100000. The theoretical and simulated pdf match well.

Using (5.10) in (5.9), we get

E[R̂2
u(t,N)|H0] =


Nf−1∑
nf=0

α2[t+nfN ]α2[t+nfN+N ](σ2
w)2

N2
f

;nf 1 = nf 2

0 ;nf 1 6= nf 2

. (5.11)

Substituting (5.7), (5.11) in (5.8), we get

Var{R̂u(t,N) |H0} =

Nf−1∑
nf=0

α2[t+ nfN ]α2[t+ nfN +N ](σ2
w)2

2N2
f

. (5.12)

Hence, the distribution of R̂u(t,N) under H0 is given as

R̂u(t,N) ∼ N (0, σ2
rt), (5.13)

where

σ2
rt =

Nf−1∑
nf=0

α2[t+ nfN ]α2[t+ nfN +N ](σ2
w)2

2N2
f

. (5.14)

Fig. 5.1 shows the theoretical and simulated probability density function (pdf) of R̂u(t,N). It can be
seen that both the curves match very well. Now, the correlation between R̂u(t1, N) and R̂u(t2, N) is
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Figure 5.2: The theoretical and simulated pdf of TA under H0 for N = 64,K = 3, δ = 0.001 while the
number of Monte-Carlo realizations = 100000.

given by

E{R̂u(t1, N) · R̂u(t2, N) |H0} = E

{( 1

Nf

Nf−1∑
nf1=0

w[t1 + nf1N ]α[t1 + nf1N ]

w∗[t1 + nf1N +N ]α∗[t1 + nf1N +N ]
)

·
( 1

Nf

Nf−1∑
nf2=0

w[t2 + nf2N ]α[t2 + nf2N ]

w∗[t2 + nf2N +N ]α∗[t2 + nf2N +N ]
)}
.

Using (5.10) along with independence of w[t1] and w[t2] for t1 6= t2, we get

E{R̂u(t1, N) · R̂u(t2, N) |H0} = 0. (5.15)

Under H0, R̂u(t,N)/σrt has a standard Gaussian distribution from (5.13) while R̂u(t1, N) and
R̂u(t2, N) are uncorrelated for t1 6= t2 from (5.15). This means that R̂u(t,N) are IID Gaussian random
variables for different values of t.

5.1.2 Distribution of TA under H0

The test statistic TA is sum of squares of N IID standard Gaussian random variables R̂u(t,N)/σrt

and therefore will follow central Chi-Square distribution withN degrees of freedom underH0 as shown
in Fig. 5.2. Therefore, PFA is given [40] by

PFA = Pr{TA > γ |H0} = Qχ2
N

(γ), (5.16)
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where Qχ2
N

is the right tail probability for a Chi-Square random variable. The threshold γ for the
Neyman-Pearson detector is given by

γ = Q−1
χ2
N

(PFA). (5.17)

5.2 Results

In this section, we present the proposed detector’s performance in terms of PD Vs SNR curves
and receiver operating characteristics (ROC) for different values of N and K. This will be followed
by the effects of δ on the detection performance. Next, the assumption of frame synchronization (in
terms of time) is relaxed to show that the performance does not change with loss of time-offset. Later,
the detector’s performance under multipath scenario and noise uncertainty is presented. Finally, we
compare the performance of our detector with traditional ED. The detection scheme is designed based on
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Figure 5.3: Probability of detection and ROC curves for the proposed autocorrelation based detector
with various K and N values. Here number of Monte-Carlo realizations is 5000, while number of
blocks is 100.

Neyman-Pearson detection criterion with PFA = 0.1. All the simulations are performed on MATLAB
with the following parameters unless specified otherwise: K = 3, N = 64, number of FBMC blocks in
steady state Nf = 100, τ = N . The detection is performed assuming that noise power is known. SNR

[dB] is defined as 10 log(
σ2
y

σ2
w

).

5.2.1 Detection performance for different K and N

Fig. 5.3(a) presents PD Vs SNR [dB] curves for PFA = 0.1 while Fig. 5.3(b) shows ROC for SNR
= −10 dB for different values ofK(=3, 4) andN (=32, 64, 128). From both the figures, it is evident that
the detector has good performance for different values of N and K. The detector has good performance
even for the low SNR values. Performance of the detector improves going from N = 32 to 128 because
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Figure 5.4: PD Vs SNR [dB] plot of FBMC signal for different values of δ withN = 64,K = 3, PFA =
0.1. Here number of Monte-Carlo realizations is 5000 while number of blocks is 100. The performance
of the detector degrades slightly with increase in δ value after δ > 0.001 in the considered scenario.

of increase in number of samples. On the other hand, there is hardly any improvement when K = 4 is
used instead of K = 3 as number of samples hardly change.

The threshold for the detector has been set empirically for PFA = 0.1. From Fig. 5.3(a), it is
evident that the detector maintains PFA = 0.1 under extremely low SNR values (< −30dB), which is
equivalent H0.

5.2.2 Effect of δ on the detector performance

Fig. 5.4 shows the PD vs SNR curves for different values of δ (parameter associated with indicator
function used for division) with K = 3, N = 64, PFA = 0.1. Here number of Monte-Carlo realizations
is 5000 while number of blocks is 100. It can be inferred from the figure that the detection performance is
almost similar for δ ≤ 0.001. However, for large values of δ > 0.001, there is slight degradation which
will increase with increase in the value of δ. This is expected, because as δ increases, more number of
samples of z[t] become zero and the number of non-zero samples contributing to the detection decreases.
However, for low value of δ ≤ 0.001, the number of samples going to zero is very few.

5.2.3 Effect of timing offset on the detector performance

So far, the detection of FBMC signal is performed assuming both the transmitter and the receiver
are perfectly synchronized. However, this assumption is unrealistic given that for synchronization we
first need to know whether the signal is present or not. Thus considering the effect of timing offset is
important which is the focus of this subsection. Fig. 5.5 shows different timing offset considered and
their effect as data-blocks will be multiplied by shifted versions of α2 and α3. Fig. 5.6(a) shows the
proposed detector’s performance in the presence of different values of time-offset ε which is unknown
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Figure 5.5: Scenarios with different timing offsets ε between the received signal and the vector α.
With the non-zero offset present, coefficients α are being multiplied by delayed FBMC samples by the
respective offset.

at the receiver. The simulation parameters are N = 64,K = 3, and PFA = 0.1 with number of
Monte-Carlo realizations 5000. The number of steady-state blocks is Nf = 100 which corresponds
to 6400 samples. It can be seen from the figure that there is hardly any change in the performance of
the autocorrelation based detector even in the absence of timing synchronization. To understand why
the timing offset does not affect the detector’s performance, we simulated the mean and variance of the
test statistic in the presence of offset ε, denoted by T (ε), under the alternative hypothesis. Fig. 5.6(b)
shows the simulated mean and variance for T (ε) under H1 for SNR = −10 dB as a function of ε. It can
be observed from Fig. 5.6(b) that the mean and variance of the proposed test statistic T (ε) under H1

are almost constant irrespective of ε. Thereby the detection performance of the detector doesn’t change
much with the timing offset.

5.2.4 Detection of FBMC signal under multipath Scenario

Thus far, we considered AWGN channel model for simplicity. However, in reality channels are
modeled to be multipath Rayleigh fading channels. In this section, we evaluate the behavior of the
detector in multipath environment. Let P be the order of a multipath channel and g[l] represent channel
coefficients for l = 0, 1, . . . P − 1. Now, the received signal under H1 hypothesis in multipath scenario
is given as:

H1 : u[t] =
(
g[t] ? y[t]

)
α[t] + w′[t]

=

(P−1∑
l=0

g[l]y[t− l]
)
α[t] + w′[t],

(5.18)

where ? denotes convolution. We use (5.18) to simulatePD values empirically. Fig. 5.7 shows thePD Vs
SNR curve for both AWGN and multipath channel models. Observe that the detector performs better for
AWGN channel model because AWGN channel being the simple model with only single tap between the
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Figure 5.6: PD Vs SNR curve for different offsets. The proposed detector performs well irrespective of
timing offsets. (b) Mean and variance of Test statistic, T (ε), for different offsets under H1 hypothesis.
Here, K = 3, N = 64, δ = 0.001, SNR=−10 dB, and Nf = 100. It can be inferred that the mean and
variance of T (ε) are independent of offset. Number of Monte-Carlo realizations=5000.

transmitter and the receiver. At the other hand, for the multipath model with a line of sight (LOS) path
and several non LOS paths, the received signal will be addition of LOS and non LOS paths accounting
to either constructive interference or destructive interference at the receiver. Hence, in general, the
detector’s performance for multipath scenario degrades. However, the performance degradation of the
proposed detector is very much less. It is noticeable that the proposed autocorrelation based detector is
robust to multipath channel models too.

5.2.5 Effect of noise uncertainty

Thus far, the results presented are under the assumption that noise variance is known. However,
perfect knowledge of noise power is not available in practical scenarios and there exists some uncertainty
in noise power [10]. Let the noise uncertainty is distributed as σ2

u ∈ [(1/ψ)σ̂2
w, ψσ̂

2
w]. Here, σ̂2

w is
expected or average noise power and ψ (> 1) is known as uncertainty parameter. The noise uncertainty
is expressed as ∆ = 10 log10 ψ in dB or ψ = 10∆/10. In this work, the noise uncertainty considered
is 0.5 dB. The noise is considered to be an unknown constant. From Fig. 5.8, it is evident that the
performance of both the detectors degrade considerably, the degradation is much more severe in the ED.
Hence, the proposed detector performs better compared to the ED under noise uncertainty.
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Figure 5.7: PD Vs SNR curve for multipath scenario. The detector performance is shown for both
AWGN and multipath channel scenarios. Performance of the detector under multipath scenario is very
much close to that of AWGN case.

5.2.6 Comparison and cooperation with energy detector

Fig. 5.9 shows the comparison between the classical ED and the proposed autocorrelation detector’s
performance. Here, the test statistic for the ED, TE , is given [40] by

TE =

NfN−1∑
t=0

|v[t]|2. (5.19)

It is inferred from the figure that the ED outperforms the proposed detector. It is expected as the ED
is the optimal detector when detecting a random signal in noise with the noise variance is perfectly
known. However, note that the ED is a blind detector and cannot distinguish target signal from the noise
or any interference. The proposed detector on the other hand can distinguish between FBMC signal and
noise. It can also differentiate between different FBMC signals which have different values of N . The
two detectors can also be combined to improve the detection performance. Since both TA and TE are
evaluated from the same data, there may be some correlation between the test statistics under both the
hypothesis. Therefore, the test statistic for the cooperative scenario is considered as [40]

Tcomb =
[
TE TA

] [ σ2
E ρ σE σA

ρ σE σA σ2
A

][
TE

TA

]
, (5.20)

with ρ being the correlation coefficient between TE and TA while σ2
E and σ2

A corresponds to variance
of TE and TA, respectively, all under the null hypothesis. The threshold for this case has been obtained
empirically. Fig. 5.9 also shows PD Vs SNR curve for the combined detector for N = 64,K =

3, δ = 0.001 and number of realizations is 5000. A noticeable improvement is visible in the detection
performance when the two detectors cooperate as compared to their individual performance.
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Chapter 6

Conclusions and Future scope

6.1 Conclusions

FBMC signal is considered as a suitable candidate waveform for 5G to enhance the spectral efficiency
and provide high data rates. In this thesis, FBMC signal is studied extensively with more attention
being given to FBMC signal generation and its structure. FBMC signal is properly analyzed and it is
found that there is an autocorrelation property among the FBMC samples. However, the autocorrelation
property vanishes at the last stage of FBMC signal generation. A suitable modification is proposed
to the received FBMC signal to retrieve the autocorrelation value of FBMC signal. It is shown that the
proposed modification gives non-zero autocorrelation values for a lag equal to the number of subcarriers.
The non-zero autocorrelation values are used to design a feature detector.

An autocorrelation based detector is designed to detect FBMC signal in the presence of noise. The
non-zero autocorrelation value obtained after the modification is used to design the detector. The key
idea used here is that the noise samples being uncorrelated for lags other than zero gives zero cor-
relation values whereas FBMC samples are correlated for a lag equal to the number of subcarriers. A
Neyman-Pearson detector is modeled that maximizes detection probability while maintaining a constant
probability of false alarm. The proposed detector is designed based on the autocorrelation property of
the FBMC signal. The threshold for the detection is obtained under the null hypothesis and the test
statistics for the proposed detector is compared with the threshold to decide presence or absence of
FBMC signal.

The proposed detector has a good detection performance even in low SNR regimes. The detector’s
performance has been analyzed under different non-idealities like multipath fading channel model, noise
uncertainty and no frame synchronization. We conclude that the proposed autocorrelation based detector
is very much robust to these non-idealities. The proposed detector is combined with the energy detector
to increase the over all detection performance.
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6.2 Scope for future work

This research work can be extended based on the following ideas:

1. The detector designed in this thesis is used for local spectrum sensing by a SU. However, in fading
scenarios it is always suggested to perform cooperative spectrum sensing to obtain better sensing
results to decide presence or absence of PU. In this regard, the proposed detector can be extended
to cooperative scenario both for homogeneous and heterogeneous sensors.

2. It is proved in this work that FBMC signal has inherent autocorrelation property. Cepstrum tool
may be applied to separate the data samples from the filter coefficients making use of autocorre-
lation property.

3. This work can further be extended to estimate several key parameters of the received FBMC signal
such as number of subcarriers in the signal, the overlapping factor used etc.
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