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Abstract—In order to incorporate various writing styles or
fonts in a character recognizer, it is critical that a large
amount of labeled data is available, which is difficult to
obtain. In this work, we present a semi-supervised SVM
based framework that can incorporate the unlabeled data
for improvement of recognition performance. Existing semi-
supervised learning methods for SVMs work well only for
two-class problems. We propose a method to extend this to
large-class problems by incorporating a participation term
into the optimization process. The proposed system uses a
Decision Directed Acyclic Graphs (DDAG) of SVM classifiers,
which have proven to be very effective for such recognition
problems. We present experimental results on three different
digits dataset with varying complexity, as well as additional
multi-class datasets from the UCI repository for comparison
with existing approaches. In addition we show that approximate
annotations at the word or sentence level can be used for
evaluation as well as active learning to further improve the
recognition results.

Keywords-Semi-Supervised SVM, Decision Directed Acyclic
Graphs, Character Recognition

I. INTRODUCTION

A large high quality labeled dataset that covers all sample
variations within classes that are observed in the real world
is critical for the development of an accurate recognition
engine such as for handwritten or printed characters. How-
ever, such datasets are extremely difficult and costly to build,
primarily due to the cost of accurate annotation of samples
that cover all possible variations that need to be handled
by the recognizer. The problem is more acute for South
Asian languages, where the number of character classes is
relatively large. Moreover, high quality recognizers are not
available for most of these languages, commercially.

Support vector machines (SVMs) are commonly em-
ployed in many such recognition problems due to its gen-
eralization power. While the generalization power of SVMs
allows us to generate recognizers with reasonable accuracies
from fewer number of labeled samples, it will not be able
to model all the writing/font styles or exactly map decision
boundaries between classes unless labeled samples available
show the regions of separation.

One of the common solutions that has emerged to handle
the lack of annotated data in learning problems is Semi-
supervised learning, which tries to make use of large quan-
tities of unlabeled samples along with a small quantity
of annotated samples to learn the classifier. The spatial

Table I
APPLYING SEMI-SUPERVISED SVM TRAINING DIRECTLY ON 3 DIGIT
DATASETS. CROSS-VALIDATION RESULTS WITH 10% LABELED DATA.

Dataset Only labeled data Semi-supervised SVM
Pen Digits 91.8% (±1.2) 85.9% (±2.3)
Opt Digits 86.7% (±2.4) 82.5% (±2.0)
Online HW Digits 90.9% (±0.6) 85.4% (±1.3)

coherence of the unlabeled samples are used to refine the
decision boundaries within the recognizer.

However, there is a significant problem that hampers the
use of semi-supervised techniques for SVM. These methods
are primarily designed for two-class problems, where the
unlabeled samples are assumed to belong to one of the two
classes under consideration. The assumption of two class
problem is not such a hinderance as in most cases, as we
often use a combination of multiple one-vs-one classifiers to
create a multi-class classifier. In our experiments, Decision
Directed Acyclic Graphs (or DDAGs) have been used for
the combination. However, for problems such as character
recognition, where the number of classes are relatively large,
the assumption that each unlabeled sample belongs to one
of the two classes under consideration is not valid. As
we can notice from Table I, a direct application of semi-
supervised SVM (S3VM) learning to such problems will
result in a reduction in accuracy as compared to using just
the labeled samples for training. In each case, 10% of the
data was treated as labeled and the remaining as unlabeled
for training, and the results presented are based on 10-fold
cross validation, along with standard deviation across trials.

As noted above, the primary factor that affects the use
of Semi-Supervised SVM training in such problems is the
assumption about unlabeled data that is made during the
learning process. The S3VM techniques assume that each
unlabeled sample belongs to one of the two classes under
consideration. As we see from the table, the accuracy
of recognition often reduces due to the use of unlabeled
samples from other classes.

In this work, we develop a framework for training two-
class SVMs in datasets that contain multiple classes using
Semisupervised SVM training. The primary approach is to
attach a participation term pi to each sample for each two-
class SVM that we train. The participation term for unla-
beled samples depends on the distribution labeled samples
around it in the kernel space. The
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influence of unlabeled samples are modulated by pi
and is included in the optimization process. In many
text/handwriting datasets, it is often easier to obtain a coarse
annotation of the dataset at a sentence or word level as
opposed to character or symbol level. We also suggest a
method to make use of such coarse annotation to improve
the recognition performance, even further.

A. Previous Work

As cited in Chapelle et al. [1], and Zhu et al. [2], Semi-
supervised methods for classification are based on a semi-
supervised smoothness assumption, cluster assumption or a
manifold assumption. The major semi-supervised learning
algorithms can be categorised as: graph-based, boosting-
based and density-based.

The graph-based methods predict class labels based on
neighborhood, so that they are smooth on graph of unlabeled
examples. These approaches use different parameters to
define the smoothness of class labels. These algorithms
are mostly restricted to solve two-class problems. Some of
the algorithms using this method are Minimum Cuts [3],
Harmonic Functions[4] and Manifold Regularization [5].

SemiBoost [6] is a boosting method based on cluster
and manifold assumption, but solves two-class problems.
MCSSB [7] presents an approach for boosting for multi-
class classification. This method although is efficient for
lesser number of classes, but the accuracy decreases for large
class problems(≥ 10 classes).

The semi-supervised SVMs [8], [9], [10] are based on
cluster assumption, and hence build hyperplanes at places of
least density to separate two classes. A multi-class method
based on semi-definite programming has been presented
in [11], but it has a high computational cost attached to
it.

II. MULTI-CLASS SVMS FOR CHARACTER
RECOGNITION

Multi-class SVMs are often built using a combination
of multiple two-class SVMs. Popular approaches for this
purpose includes building one-versus-rest classifiers for each
class; using majority vote on one-versus-one classifiers be-
tween each pair; using a binary tree structure using half-
versus-half classifiers [12]; and a Decision Directed Acyclic
Graph (DDAG) structure using one-versus-one classifiers
between each pair [13]. In our experience, the one-versus-
one approaches are most accurate when used for large-class
problems such as character recognition [14]. Unfortunately,
those approaches are exactly the ones that violates the
assumptions in Semi-supervised SVM training. We stick
DDAG based combination of SVMs for our experiments,
although the proposed approach is applicable to majority
voting based classification as well.

We will now take a look at the Semi-supervised SVM
training process and the proposed modification to deal with
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Figure 1. An unlabeled sample Si and its nearest labeled samples S1i,
S2i, and S3i, from classes ω1, ω2, and ω3 respectively.

unlabeled samples from multiple classes in the training
process.

A. Semi-supervised Multi-class SVM Training

Consider a dataset of c classes, D = {D1, D2, . . . , Dc},
where Di = {Li, Ui} represents the subset of samples from
class ωi. Li denotes the set of labeled samples and Ui
denotes the set of unlabeled samples from class ωi. Note
that during the training process the unlabeled samples of
all classes together form a single set, while we assume the
labels for testing purposes only.

Consider a set of labeled and unlabeled samples belonging
to three classes in Figure 1. The labeled samples are shown
in large solid circles with label and the unlabeled ones are
the smaller empty circles. Consider the unlabeled sample
Si in the above figure. The similarity of the sample Si to
samples in different classes such as S1k, S2k, and S3k can
be computed using a similarity measure, Sim(Si, Sjk). We
can extend this to define a similarity measure, mi,j , between
a sample Si and class ωj as:

mi,j = min
k
Sim(Si, Sjk). (1)

We can define any measure of similarity, Sim() ∈ [0, 1],
based on quantities such as the dot product in the kernel
space, inverse of Euclidean distance, etc., for this purpose.

The primary problem that we face in dealing with the
unlabeled samples is that they can belong to any of the
c classes, and hence we do not know whether to include
a particular unlabeled sample while learning the two-class
classifier ωi vs, ωj . To overcome We define the participation
term pk for each sample Sk. The value of pk(ωi, ωj) for the
ωi vs. ωj classifier is defined as:

pk(ωi, ωj) =


1 if Sk ∈ Li or Lj
0 if Sk ∈ Lm 6=i,j

min(mk,i,mk,j)
1+ min

l 6=i,j
mk,l

otherwise

(2)
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Consider the problem of learning a two-class classifier:
ωi vs. ωj . The participation term tends to be high for sam-
ples which are close to ωi or ωj , while being far away from
labeled samples in other classes. Such samples contribute
significantly to the computation of margin in the semisuper-
vised SVM learning framework. Conversely, samples that
are farther away from the classes under consideration and
closer to other classes will have a lower participation term,
and will not significantly affect the margin computation.

We now look at the formulation of the Semisupervised
SVM training by incorporating the participation term.

B. SVM Formulation and Analysis

To formulate the SVM learning, we modify the penalty
associated with each sample by multiplying with the partici-
pation term. The cost of misclassification during the learning
process is hence reduced for samples that have a lower
participation term. The optimization function remains the
same, and the participation terms appear only as constraints
in the optimization.
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Figure 2. (a) A four-class problem, where we consider learning of the
1-vs.-2 classifier. The inclusion of all unlabeled samples in the learning of
1-vs.-2 results in S3VM producing the result in (b). The participation terms
will reduce the significance of unlabeled samples from classes 3 and 4. The
ideal case if we know the exact participation is shown in (d).

A cost sensitive optimization problem for SVM [15],
where each sample i has a cost p(i) attached, as defined
in equation (2), is formulated as

minw,b,ξ
1

2
|w|2 + C

l∑
i=1

p(i)ξi (3)

s.t. y(i)(w.x(i) + b) ≥ 1− ξi
ξi ≥ 0

Test Sample

1 vs. 4

Not 4 Not 1

1 vs. 3 2 vs. 4

Not 2Not 3

2 vs. 3 3 vs. 41 vs. 2

Not 2Not 3 Not    1 Not    4

2 3 41

Not 3Not 2 Not    3 Not    2 Not    4Not    1

Figure 3. Classification using DDAG tree.

A semi-supervised formulation for SVM can be extended
using participation cost from equation (3) in [9].

minw,b,ξ,ξ∗,y∗
1

2
|w|2 + C

l∑
i=1

p(i)ξi + C∗
l+u∑
j=l+1

p(j)ξ∗j

s.t. y(i)(w.x(i) + b) ≥ 1− ξi (4)
y(j)∗(w.x(j) + b) ≥ 1− ξ∗j

ξi ≥ 0

ξ∗j ≥ 0

Here first l samples are labeled and there are u unlabeled
samples. We need to find a labeling y∗ for each of the
unlabeled example, by using the cost-parameter C∗ and
slack variables ξ∗j .

So, for training each binary classifier, a participation
cost is assigned to each of the unlabeled example. The
examples with very low participation cost are neglected
as they normally belong to other classes in a multi-class
scenario. The resultant SVMs can then be used in a DDAG
structure for classification.

C. DDAG Architecture

For a multi-class problem, with n classes, 1-vs-1 clas-
sifiers are built for each pair resulting in n ∗ (n − 1)/2
such classifiers. A tree is built with these classifiers, which
at each level decides that a sample doesn’t belong to a
particular class. Thus at the end of n − 1 comparisons,
class of a given sample is determined. A DDAG tree for
4-class system is shown in Figure 3. For such a formulation
to work, the individual classifiers need to be independent of
samples belonging to other classes, which we are trying to
achieve with the SVM formulation described in the previous
subsection.

Transductive SVM of svmlight [16] was modified to in-
clude participation term for unlabeled examples and DDAG
classification structure was built over it.

To illustrate the effect of the participation terms, let us
consider the four-class scenario described in Figure 2. The
participation term reduces the effect of unlabeled samples
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Table II
DESCRIPTION OF DATA SETS.

Data set # Samples # Attributes
Pen Digits 3498 16
Opt Digits 1797 64
Online HW Digits 3232 48

from other classes, leading to better separation between
classes and generalization performance.

III. EXPERIMENTAL RESULTS AND ANALYSIS

We conducted several experiments to evaluate the effec-
tiveness of the proposed solution. Three different datasets
of offline and online handwritten digits were used for this
purpose. All the datasets contain 10 classes (0-9), and their
description is given in Table II. For cross validation trials,
in each trial 10% of the data was separated out and treated
as labeled, while the remaining was treated as unlabeled.
Note that for all the tests, the complete dataset was used
for testing, repeating the training process 20 times with
different training sets. The average accuracies and standard
deviations are reported in Table III. The first row indicates
the results if all the data were used for training. Note that
the accuracies in this case are based on resubstitution, and
hence optimistic. The second row shows the results if we
use only 10% of the data for training. This is the base for
semi-supervised learning. The third row indicates the use
the remaining 90% of the data as unlabeled, and carry out
the traditional Semi-supervised SVM (S3VM) training. The
results seem to degrade as we noted at the beginning of the
paper.

The fourth row indicates the result of the proposed
method (S3VM + Participation). We can clearly see the
improvement in results from using just 10% of data for
training. This demonstrates that the proposed method is
able to effectively utilize the unlabeled data even for large
multi-class problems. To test the limits of the approach, we
check the maximum accuracy that is achievable using Semi-
supervised SVM. This is done by assuming that we have
perfect knowledge as to which all classifiers, each unlabeled
sample should contribute. In other words, we assume that
we have an ideal participation term that gives a 0 or 1
value depending on whether the sample is part of the pair of
classes under consideration or not. The last row indicates the
results we can achieve if such an ideal function is available.
Note that our results using the proposed participation term
is close to the one using the ideal participation function.

As mentioned in the previous work section, the work that
most closely relates to the current work is by Valizadegan
et al. [7]. We now compare their results with that of our
algorithm using the same datasets that were reported in
their paper (see Table IV). Note that the classifier used is
different in both cases. We note that the proposed approach
is able to achieve very good results in comparison with the

Table III
SEMI-SUPERVISED SVM TRAINING WITH AND WITHOUT

PARTICIPATION TERM. THE LAST ROW INDICATES THE RESULTS IF WE
KNOW EXACTLY WHICH UNLABELED SAMPLE SHOULD PARTICIPATE IN

EACH CLASSIFIER.

Training
Dataset

Pen Digits Op Digits Online Digits

Completely
Labeled

98.9% (±0) 98.8% (±0) 95.9% (±0)

10%
Labeled

91.8% (±1.2) 86.7% (±2.4) 90.9% (±0.6)

S3VM 85.9% (±2.3) 82.5% (±2.0) 85.4% (±1.3)
S3VM+ Par-
ticipation

94.4% (±2.0) 90.6% (±2.5) 92.8% (±0.5)

S3VM+
Ideal
Participation

95.1% (±1.7) 93.9% (±2.0) 93.3% (±0.6)

MCSSB technique. We also note that the base accuracy of
the DDAG-SVM classifier using 10% of data for training is
sometimes higher than what is achievable using MCSSB. In
most cases, our approach is able to improve on these results
considerably.

For the Balance and Car datasets, the proposed approach
in fact shows a reduction in accuracy from using only 10% of
data for training. This is primarily because of the presence of
categorical data in the features, and hence the participation
term does not give a good accuracy. In such cases, the
MCSSB algorithm clearly performs the best. The yeast
dataset contains a highly skewed distribution of samples
within classes, and hence does improve the accuracy even
with traditional S3VM training. The dermatology dataset
contains a single nominal attribute along with other integral
feature values, and our algorithm is able to deal with such
data very well.

The third experiment was very specific to test the use of
coarse annotation for improving the results. Even though
this approach is applicable more to textual data than digits,
we carry out a similar experiment by providing labels for
a set of digits. The resulting classifier was able to locate a
cluster of the digit 5 which was incorrectly classified, and
the labeling of a single sample from this cluster improves
the accuracy of the recognition of digit 5 by over 20%.

IV. CONCLUSION

In this work, we have presented an approach to use
Semi-supervised SVM training for large-class recognition
problems such as character recognition. The notion of par-
ticipation of an unlabeled sample in a two-class classifier
is introduced and quantified, and a method to integrate the
participation term into the optimization process of semi-
supervised SVM training is described. Experimental results
on different character recognition datasets show the effec-
tiveness of the approach in utilizing the unlabeled data. We
also show that a coarse annotation of the data can be used
along in an active learning fashion to improve the accuracy
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Table IV
COMPARISON OF PROPOSED METHOD WITH MCSSB-MLP AND MCSSB-DT.

Dataset 10% labeled S3VM Proposed MCSSB-MLP MCSSB-DT
Pen Digits 91.8% (±1.2) 85.9% (±2.3) 94.4% (±2.0) 52.2% (±1.4) 57.7% (±1.2)
Opt Digits 86.7% (±2.4) 82.5% (±2.0) 90.6% (±2.5) 27.6% (±1.0) 33.9% (±1.3)
Iris 93.5% (±2.0) 75.5% (±7.9) 95.7% (±1.4) 84.1% (±2.3) 79.7% (±2.7)
Segmentation 79.1% (±4.4) 55.4% (±2.4) 80.4% (±4.6) 46.8% (±1.7) 48.5% (±2.3)
Dermatology 79.6% (±2.2) 88.5% (±4.6) 93.9% (±3.9) 65.6% (±2.1) 78.4% (±1.4)
Wine 92.1% (±3.6) 86.6% (±2.9) 96.9% (±1.4) 83.2% (±1.2) 83.2% (±1.2)
Yeast 42.6% (±2.7) 50.4% (±1.8) 54.4% (±1.6) 41.6% (±1.1) 47.8% (±0.6)
Balance 67.5% (±3.5) 73.9% (±7.2) 67.6% (±5.2) 86.6% (±0.6) 69.5% (±1.0)
Car 66.5% (±13.8) 77.2% (±5.3) 75.3% (±6.7) 78.0% (±0.4) 83.7% (±0.5)

of the classifier even further.
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