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Abstract

We present a hierarchical approach for extracting ho-
mogeneous regions in on-line documents. The problem of
identifying and processing ruled and unruled tables, text
and drawings is addressed. The on-line document is first
segmented into regions with only text strokes ' and regions
with both text and non-text strokes. The text region is fur-
ther classified as unruled table or plain text. Stroke clus-
tering is used to segment the non-text regions. Each non-
text segment is then classified as drawing, ruled table or
underlined keyword using stroke properties. The individual
regions are processed and the results are assembled to iden-
tify the structure of the on-line document.

Keywords:  On-line documents, text strokes, non-text
strokes, table identification.

1. Introduction

The problem of segmenting document pages into ho-
mogeneous regions containing unique semantic entities is
of prime importance in automatic document understanding
systems [9]. Several algorithms exist that recognize printed
or handwritten text. However, most of these algorithms as-
sume that the input is a plain text and the text lines and
words in the text have been properly identified and seg-
mented by a preprocessor. A typical handwritten document
page may contain several regions of interest such as under-
lined keywords, different types of tables, diagrams, sketches
and text (see Figure 1(a)). The main task of a segmentation
algorithm is to identify contiguous regions of text, graphics
and tables in such a document (see Figure 1(b)) for docu-
ment retrieval based on semantic entities and full transcrip-
tion of the handwritten document.

Most of the research in document analysis has focused

I'A stroke is defined as the locus of the tip of the pen from pen-down to
the next pen-up position.
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Figure 1. Segmentation of on-line documents.
(a) Input. (b) Desired output.

on off-line (scanned) documents. Examples of this work
include page decomposition [6], locating embedded text in
color images [15], skew detection [14] and table identifica-
tion [7, 4, 13, 3, 8]. With the introduction of devices like
IBM ThinkPad TransNote [12] and Electronic White-
boards it is now possible to store and process the entire on-
line document. The digitizing tablet captures temporal in-
formation of the strokes, which is recorded as a sequence of
(X, y) coordinates of the locus of the stylus/pen. This addi-
tional temporal information can be used for both text recog-
nition as well as segmentation of documents. The work in
on-line document analysis till date is limited to segmenta-
tion of text lines [11, 1, 10]. In this work, we extend it to
understanding more of the page layout.

We adopt a hierarchical approach to analyze on-line doc-
uments (see Figure 2). First, the individual strokes are
classified as text or non-text strokes. The non-text strokes
are then grouped into homogeneous regions based on their
proximity to identify ruled tables and diagram regions. In
the third stage, we focus on the (supervised) classification
of tables, text, diagrams, and underlined keywords. In addi-
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tion to facilitating text recognition, understanding the struc-
ture of an on-line document opens up many applications.
The spatial relationship of pictures and text in the document
may be used to identify captions and labels. Page layout in-
formation allows the use of digitizing tablets as an interface
for designing web pages. Search and retrieval of documents
can be done based on an underlined keyword or a diagram
specified by the user as a query.

2. Text versus Non-text Strokes

We use the Stroke Length and Stroke Curvature as fea-
tures for classifying individual strokes as text or non-text.
Before extracting the features, the strokes are re-sampled to
make consecutive sample points to be equidistant and then
low-pass filtered using a Gaussian kernel to reduce errors
due to quantization and noise [2]. The number of points, n,
in a stroke is used as a measure of its length. To measure
the stroke curvature, the angular deviation from linearity is
computed at each point of the stroke using its two neighbor-
ing points [2].

A two-dimensional feature space representation of the
text and non-text strokes of a typical document page con-
taining text, figures and tables is shown in Figure 3. A linear
decision boundary easily separates the two classes. Figure
4 gives some examples of stroke classification.

3. Grouping of Non-text Strokes

The non-text strokes are clustered based on inter stroke
distance to identify regions of tables or diagrams [5]. The
minimum spanning tree (MST) of non-text strokes is con-
structed with the strokes as nodes and the shortest distance
between them as edge weights. The MST is partitioned
by removing inconsistent edges. An edge is defined to be
inconsistent if its length is more than « times the average
length of the edges incident on its two nodes.

The value of a has been empirically determined and is
currently set at 3. A further restriction that, the inter-region
distance should be greater than 20, is used to avoid splitting
of uniform regions. In addition, an upper threshold of 200
was determined empirically for intra-region distances. Fig-
ure 5 shows the MST corresponding to the non-text strokes
in Figure 4 (a). Three inconsistent edges were identified in
this tree resulting in four connected components. The com-
ponents identified are a ruled table, a state diagram sketch, a
drawing illustrating the ‘Tower of Hanoi’ and an underlined
keyword.

4. Table Identification and Processing

Handwritten tables can be classified into two categories:
ruled and unruled. The ruled tables have lines separating
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Figure 3. Text vs. non-text strokes.
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Figure 4. Examples of stroke classification.
Non-text strokes are shown in bold. In (d)
three text strokes are misclassified as non-
text strokes because they have large stroke
length and/or small curvature.
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Figure 5. MST (with edge lengths) of the 24
non-text strokes in Figure 4(a).

the rows and columns of the table whereas an unruled table
is an arrangement of text into different columns, without
any explicit lines separating the columns (see Figure 4(a)).
These two types of tables are treated separately as the iden-
tification of ruling lines provides an additional cue for ruled
tables.

4.1. Ruled Tables

A ruled table is identified based on the presence of hor-
izontal and vertical lines which can be detected using the
Hough transform. The ruled tables in the 2-dimensional
Hough space (r, ) have significant peaks around angles of
60 = 0° and § = 90°. A region is classified as a table or a
diagram based on the lengths of the lines (size of the clus-
ter in the transform space) and their orientations. A further
restriction that tables contain at least 5 lines (four borders
and at least one partition) helps to distinguish ruled tables
from underlined key words. Figure 6 shows a typical ruled
table and its (r, #) representation. A total of 9 lines are de-
tected which have been redrawn as straight lines in Figure 6
(c). An underlined keyword is detected when a region has a
single horizontal line in the Hough transform space and has
some text above it. Note that this method can detect broken
underlines as can be seen in figure 8.

4.2. Unruled Tables

The text strokes contain both plain text and unruled ta-
bles. To identify the unruled tables, first individual text lines
are identified and adjacent lines are incrementally grouped.
The line detection algorithm used here is similar to the ap-
proach proposed in [11].

The inter-line distance, d;, is estimated from the autocor-
relation of the y-axis projection of the text. Line separations
are decided by valleys in the histogram. To avoid local min-
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Figure 6. Finding Ruling lines. (a) A typical
table. (b) Peaks in the 2-Dimensional Hough
transform. (c) Table cleaned up by identifying
the ruling lines.

ima, we choose only those points as valleys which have the
smallest magnitude within a window of width d;. Figure 7
shows the text lines detected from the document in figure
1 (a). Identification of unruled tables is primarily based on
the x-axis projection of the region to be classified. The table
regions tend to have prominent peaks and valleys in this pro-
jection, while text regions have a more uniform projection
(see Figures 9 (c) and (d)). Text also varies in appearance
due to differences in inter-word and inter-line spacings. We
assume that the inter-word distances are more than double
the inter-stroke distances within a word.

4.3. Table Processing

In the case of a ruled table, the horizontal and vertical
lines provide the cell boundaries. The cell boundaries in
unruled tables are determined by dividing each line at ver-
tical cell boundaries given by the valleys in the projection
histogram. The cell contents are easily identified by col-
lecting the text strokes within each cell boundary. The text
in each cell is supplied to a text recognizer > and the re-
sults are written into an ASCII table for exporting it to Mi-
crosoft Excel . Figure 10 shows the result of exporting
the ruled table in Figure 4 (b) into Excel. Note that the nu-
merical data in individual cells were correctly identified al-
though the text recognizer incorrectly recognized the word
‘Unruled Tables’ in the second row as ‘Annual Tables’.

The final result of processing the on-line document in
figure 1 (a) is shown in figure 8.

5. Experimental Results

The experimental data was collected from 123 different
people 3 without any restriction on the style or content of
data. Text vs. non-text classifier was trained on a set of

2IBM Ink Manager © software shipped with the CrossPad®©.
3Most of this data was collected by the Pen Computing group, IBM T.J.
Watson Research Center.
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Figure 8. Segmented document of Fig. 1 (a).
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1, 304 strokes (1, 202 text strokes and 102 non-text strokes).
A classification accuracy of 99.1% was achieved on an in-
dependent test set of 36,812 strokes (35, 882 text strokes
and 930 non-text strokes). Most of the misclassifications
were due to very short strokes in diagrams which were in-
correctly identified as text strokes. About 99.9% of the text
strokes were correctly classified (Figure 4).

The identification of tables is, in general, more diffi-
cult than identification of text due to the large variability
in structure of unruled tables. A classification accuracy of
85.0% was achieved on a data set containing 105 unruled
tables and 35 text regions. While most of the text samples
were correctly identified, the misclassifications in the case
of tables were mainly due to skew of columns and inconsis-
tent column separation.

6. Conclusions

A hierarchical approach for extracting structural infor-
mation from an on-line handwritten document is presented
here. Stroke characteristics have been used to extract draw-
ings and ruled tables. Structural information and temporal
sequence of strokes were used to identify unruled tables.
The system also allows user to modify the results at any
stage of processing. The performance of the algorithm on a
set of 150 pages of text, tables and drawings is reported.
Currently we are working on extending the approach to
identify different languages to facilitate text recognition and
to clean up diagrams and sketches by identifying different
drawing primitives.
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