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Abstract

Remote labs allow students from anywhere in the world to access and conduct experiments without
the need to physically be present in a lab at anytime. This is extremely important for students with
little to no access to proper science labs because of a lack of infrastructure or a pandemic. A major
open problem statement is adding scalability to existing Remote Labs, for several reasons, including the
ability to handle growing demand while reducing costs and increasing flexibility. There is a potential
for scaling up the process so that queue delay can be removed and people are able to access dedicated
experiment setups.

The work presented in this thesis is aimed at scalability of Remote Labs by using miniaturization and
partial streams. Miniaturization involves making the experiment apparatus simple, smaller and portable.
Partial streams involves using a single camera for creating point-of-view video streams for multiple units
of the same experiment apparatus. Both aspects operate in tandem in order to be able to scale up the
in-house Remote Labs system.

The proof of concept demonstration of the methodology put forward is conducted using two minia-
turized setups of the school-level experiment “Vanishing Rod”. These experiments are set up in our
Remote Labs at IIIT Hyderabad, India (IIIT-H). The miniaturized setups are 3D printed in the lab. To
demonstrate the effectiveness of the proposed approach, a performance comparison in terms of cost, size,
and energy consumption is carried out for the proposed architecture (miniaturized + partial streaming)
compared to the traditional setup (lab-scale + single-streaming). In both cases, the software framework
for the dashboard is developed and implemented at IIIT-H. With the above approach, power cost is
reduced to one-sixth and actuation component cost is reduced to one-fifth. In addition, the miniature
setups require less space as compared to the lab-scale setups, making it easier to install.
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Chapter 1

Introduction

1.1 Motivation

Access to basic laboratory facilities is a problem in many developing nations’ schools and insti-
tutions, particularly in rural areas. This problem worsened during COVID-19, and even educational
institutions with excellent experimental sets were unable to access their labs. In these circumstances,
Remote Labs, which use the Internet of Things (IoT), can be useful since the students can conduct the
experiments remotely on a real experiment setup through the Internet from any location in the world
at any time of the day. Each experiment’s input parameters are user-configurable, and the dashboard
receives the associated outcomes. With smart devices like computers or smartphones, these outputs can
be seen using a browser [1, 2]. Plots and tables are used to visualize the results so that you may readily
make observations and comprehend the experiment.

To create a remote lab, the experiment apparatus is required to be retrofitted with sensors and actua-
tors as needed, the micro-controllers should be connected to the Internet to be able to access the cloud
server, which has to be able to forward the data to the client in a format that the front-end is able to read.
Simultaneously, a system should be in place for showing the live experiment apparatus, like a point-of-
view live-stream. For multiple experiments, a management system needs to be in place. A dashboard
must be created for ease of access. A Remote Laboratory Management System (RLMS) is an essential
pre-requisite for interfacing between the micro-controller/micro-processor and the web front-end.

In every step of the way, open problem statements exist. For example, IoT retrofitting for physics
experiments seems straightforward as a task, but seems slightly difficult for chemistry experiments,
particularly because of electronic board safety hazards involved due to possible fumes or vapours of
chemicals or high-energy reactions. Creating RLMS architectures that are lightweight and easy to setup
seems to be an open challenge that researchers and industry intermediates in the field have taken up over
the years. A major open problem statement is adding scalability to existing Remote Labs, for several
reasons, including the ability to handle growing demand while reducing costs and increasing flexibility.
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There have been few works on the scalability of Remote Labs in literature [3–6].

The work presented in this thesis is aimed at scalability of Remote Labs by making the experiment
apparatus simple, smaller and portable, and using a single camera for creating point-of-view video
streams for multiple units of the same experiment apparatus, both aspects operating in tandem in order
to be able to scale up the in-house Remote Labs system. Given that these labs are now online, the lab se-
tups can be miniaturized as long as the visualization of the results through the live stream is not affected.
This can be easily done as modern-day cameras have good resolution, and advanced image/video pro-
cessing techniques can be used. There are several benefits of the miniaturization of remote lab setups,
including affordability, flexibility, and scalability. Most miniaturized setups can be easily 3D printed
at a low cost in the lab. This reduces the cost and energy consumption of the experimental setups as
smaller components are often less expensive than their larger counterparts. Miniaturization improves
portability as the smaller setups are easier to transport and deploy in remote and hard-to-reach locations.
In addition, miniaturized setups take much lesser space, and they can be easily stacked up on a shelf,
and then a single camera can be used to do multi-experiment streaming (or partial streaming), reducing
the scaling cost significantly. Partial streaming [7], which selectively transmits only parts of the video
necessary for display, can significantly reduce the amount of data required to transmit a video stream
while maintaining acceptable levels of video quality.

1.2 Contributions

The following are the technical contributions in this thesis:

• The proof of concept demonstration of the methodology put forward is conducted using two
miniaturized setups of the school-level experiment “Vanishing Rod”. These experiments are set
up in our Remote Labs at IIIT-H [8]. The miniaturized setups are 3D printed in the lab.

• Image processing techniques are used to stream the two experiments simultaneously using only
one camera and microprocessor setup. Although demonstrated for two setups, this method can be
scaled for more setups depending on the camera and the experiment.

• Costs are further reduced by replacing the expensive microprocessor with a very low-cost micro-
controller. This replacement is done only for the two actuation setups while the camera is still
operated using one micro-processor unit.

• To demonstrate the effectiveness of the proposed approach, a performance comparison in terms
of cost, size, and energy consumption is carried out for the proposed architecture (miniaturized +
partial streaming) compared to the traditional setup (lab-scale + single-streaming). In both cases,
the software framework for the dashboard is developed and implemented at IIIT-H. With the above
approach, power cost is reduced to one-sixth and actuation component cost is reduced to one-fifth.
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In addition, the miniature setups require less space as compared to the lab-scale setups, making it
easier to install.

1.3 Structure of the thesis

The rest of the thesis is organised as follows:

• Chapter 2 offers a concise introduction to IoT, including a discussion of its four-layer archi-
tecture, followed by a brief on its various applications and the challenges associated with its
implementation.

• Chapter 3 discusses in detail the concept of Remote Labs and how a remote lab is developed
component-wise, before going into the literature survey done regarding the various advancements
in and enhancements to Remote Labs. The focus of the literature survey is on the scalability of
Remote Labs, as a precursor to the contribution of the thesis.

• Chapter 4 describes the proposed methodology involving miniaturisation and partial streams to
minimise component costs while maintaining user experience in Remote Labs. The use-case
of Vanishing Rod experiment is taken to demonstrate the approach. The chapter also discusses
additional results obtained apart from the related publication authored.

• Chapter 5 presents the conclusion and future direction of the thesis.
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Chapter 2

An Overview of IoT

In this chapter, a brief introduction is given on IoT, and how it works. In this section, the architecture
for a general IoT system is given and explained, followed by a discussion on its applications, and the
various challenges faced. Note that this is just an overview, and if more details are needed, one can refer
to the various books available on the topic of IoT [9–11].

2.1 Definitions

Broadly, IoT is the network of embedded computing devices in commonplace objects (referred to
as “things” in IoT) via the Internet, which empowers them to exchange data and perform consequential
actions based on the information received. According to the United Nations International Telecommuni-
cation Union (UN-ITU), “IoT is a global infrastructure for the information society, enabling advanced
services by interconnecting (physical and virtual) things based on existing and evolving interoperable
information and communication technologies” [12].

2.2 Architecture

Fig. 2.1 shows the general IoT architecture, which is a combination of components such as sensors,
actuators, processors, communication protocols, and cloud services that make up IoT systems. There
are two kinds of flow in the IoT architecture – data flow and control flow. While various researchers
have defined IoT architecture between four to six layers, this thesis presents a four-layer architecture
where sensors and actuators are the same layer. Also shown are the 2 kinds of flows.

1. Sensors and Actuators: Many different types of sensors exist in IoT devices, each designed to
measure different physical properties or environmental conditions at any moment. Some common
examples include:

(a) Environmental sensors like temperature, humidity, light, air quality, pressure.

4
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Figure 2.1 Four-layer IoT architecture consisting of (i) sensors and actuators, (ii) processors, (iii) com-
munication protocols, and (iv) cloud services.

(b) Visual sensors to capture images or video, which can be used for various applications.

(c) Acoustic sensors to detect and measure sound waves or vibrations.

(d) Motion and proximity sensors.

Actuators can range from a simple stepper motor to a peristaltic pump operated by a DC motor.
A peristaltic pump can be used to push liquids from one container to another, and can be used in
various applications like a low-cost system for performing titration experiments.

2. Processors: Depending on the specific requirements of the device and application, a variety of
processors exist for IoT. MCUs (Micro-controller units) are small, low-power processors designed
for embedded systems, and therefore can be used for simple data processing or control functions.
Examples of MCUs include Atmel AVR, ARM Cortex-M and Espressif ESP32. SoCs (Systems-
on-chip) are ICs that combine multiple components like microprocessors, memory and I/O in-
terfaces into a single chip and therefore can be used for more advanced processing functions.
Raspberry Pi boards are good examples of SoCs.

3. Communication Protocols: It is essential for IoT devices to have a communication protocol
to be able to exchange data and communicate with other devices and systems. MQTT, HTTP
and CoAP are some of the commonly used protocols. MQTT is a lightweight publish-subscribe
protocol commonly used for machine-to-machine (M2M) communication in applications such as
smart energy. HTTP is a standard protocol used for transmitting data over the internet, commonly
used in IoT applications for cloud-based services like remote monitoring and control. CoAP is a
lightweight protocol for IoT applications that require low-latency communication.
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4. Cloud Services: Cloud computing plays a pivotal role in IoT as a fundamental architectural
component. The integration of cloud services with IoT systems enables the efficient processing,
storage, and analysis of the massive volumes of data generated by IoT devices. By leveraging the
cloud, IoT deployments can offload computational tasks, allowing devices with limited processing
power to focus on data collection and basic operations. The cloud also facilitates real-time data
analysis, enabling actionable insights to be derived from sensor data. This centralized approach
enables remote monitoring, management, and control of IoT devices, making it possible to scale
IoT applications without significant hardware investments. Additionally, cloud services enhance
the flexibility and adaptability of IoT solutions, allowing rapid development and deployment of
applications and services across various industries, from healthcare to smart cities. The cloud
provides these categories of services:

(a) Infrastructure as a Service (IaaS) – Amazon Web Service (AWS), Microsoft Azure, ThingS-
peak.

(b) Platform as a Service (PaaS) – Blynk IoT Cloud, Google Cloud IoT Core.

(c) Software as a Service (SaaS) – Dropbox, Office 365.

2.3 Applications of IoT

IoT has a wide range of applications across different industries, transforming the way people interact
with their surroundings and enabling a more connected and efficient world. In addition to Remote Labs,
here are some key applications of IoT:

1. Air pollution monitoring: Current systems for measurement and analysis of air pollution are
large and expensive, and suffer from difficulty in accessibility of information. This prohibits their
production and deployment and raises the need for a compact, IoT-enabled low-cost version with
easy access to data. As proposed in [13], a set of IoT-enabled low-cost nodes can be created
and deployed in a small area to test out deployment before expansion. This deployment can
then be optimised using hierarchical clustering-based spatial sampling as has been proposed in
[14]. These nodes can also be functionally improved using the method proposed in [15]. Dense
deployment has a lot of benefits as has been previously shown in [16], and more kinds of data,
specifically CO and NO2, can be collected to provide a better understanding of pollution, as has
been described in [17]. However, limitations of all these in terms of requirement of special gas
and PM sensors have been addressed by combining image processing, ML and temperature-RH
sensing to estimate AQI in real-time with 82% accuracy [18]. Similarly, use of ML on real-time
traffic data instead of time-stamped images is also proposed in [19].

2. Smart Water Meter: Difficulties exist in measurement of water levels using analog water meters
in large containers, reservoirs, borewells, due to positioning of equipment at hard-to-reach places.
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Hence, an IoT-based economic retrofitting setup can be, and has been, created for digitizing the
analog water meters to make them smart. This system, presented in [20] and further discussed
in [21], employs a combination of ML and IoT in a cost-effective retrofitting approach, enabling
analog water meters to collect and transmit real-time data. Additionally, [21] introduces DL al-
gorithms to further enhance the efficiency and accuracy of the IoT-based retrofit model, paving
the way for a more precise and sophisticated water consumption monitoring system. These in-
novations represent a significant step forward in the domain of water management, offering a
promising solution for more efficient resource utilization.

3. Energy Monitoring: An end-to-end energy monitoring system is proposed in [22]. Real-time
data on electric consumption and vital energy parameters is transmitted through LoRaWAN to the
oneM2M platform where it undergoes comprehensive processing and analysis.. The results are
then presented through intuitive interfaces, empowering users with immediate insights into their
energy usage patterns. The integration of LoRaWAN and oneM2M not only enhances scalability
but also paves the way for efficient management of large-scale energy networks.

4. Room Occupancy Monitoring: In many construction projects, a major portion of energy is spent
on HVAC systems. Making them demand-driven depending on human occupancy can help with
usage optimization. One way to accurately estimate human occupancy in an enclosure involves
the use of multiple heterogeneous sensor nodes and applying ML models on the data collected.
For this purpose, as demonstrated in [23], inexpensive and non-intrusive sensors can collect data
on the five parameters of illumination, temperature, CO2, sound and motion.

5. Water Quality Monitoring: According to [24], a low-cost and robust IoT-based TDS measure-
ment system could be built for smart campuses. The low-cost design guarantees precise and
uninterrupted output data. The dynamic reading of data, storage capacity, and calibration errors
of sensors are the major challenges for IoT-based TDS measurement systems. These challenges
can be taken on using a non-invasive mechanism for data collection, wireless connectivity to the
data server, and machine learning calibration of sensor nodes.

6. Smart Lamppost: Smart Lamp-Posts can enable real-time collection of city data, such as weather,
air quality, temperature, people and/or vehicle flow related information, for city management and
the support of various applications of smart city initiatives. They can also provide services such
as WiFi hot-spots, electric vehicle charging facilities, information dashboard for maps and direc-
tions, real-time traffic updates, and car parking vacancy space information [25].

These applications are just a glimpse of the wide-ranging impact that IoT is having on various in-
dustries and aspects of our lives, making them more efficient, convenient, and interconnected. Many
of the above applications are a part of the Smart City Living Lab [26], an open-innovation ecosystem
set up at IIIT Hyderabad, India, with support from the MEITY, Smart City Mission and Government of
Telangana and in collaboration with the technology partners EBTC and Amsterdam Innovation Arena,
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and a dynamic research initiative focused on leveraging advanced technologies for urban development.
Through interdisciplinary collaboration and real-world testing, the lab pioneers innovative solutions to
address complex urban challenges. By engaging with stakeholders, conducting pilot projects, and em-
phasizing data-driven decision-making, the Living Lab sets a standard for smart city development and
serves as a beacon of best practices in urban innovation.

2.4 Challenges

While IoT offers many benefits, there are several challenges that must be addressed to ensure the
success and widespread adoption of the technology. Here are some of the key challenges facing IoT:

• Sensor cost and maintenance: IoT relies heavily on sensors, which are a hard requisite in col-
lecting data and providing valuable inferences as per the applications. However, cost is a big
factor in IoT implementation, since initial costs are high, especially when buying and deploying
in bulk. The cost of the sensor can also vary depending on the type, accuracy, and the range of
data they can collect. Sensors require regular maintenance, occasional replacement, and periodic
calibration takes up a lot of time as well [15, 27].

• Power optimisation: Many IoT devices rely on batteries and backup power, and the limit on the
stored charge means continuous maintenance. Since IoT devices have to be deployed at hard-
to-reach places, it is imperative that power consumption be kept to a minimum. Hence, power
optimisation is required for optimizing battery life while maintaining device performance.

• Performance: IoT applications involve increasingly many devices and sensors, so the system
must be able to deal with and accommodate the additional, expanding load [28]. Ensuring that the
system can handle the increasing volume of data and traffic is crucial for maintaining performance
benchmarks. Since many IoT devices rely on batteries, their processing power is limited and so
are their data transmission capabilities [29]. Hence, power management is required for optimizing
battery life while maintaining device performance.

• Interoperability: Because IoT devices and systems often come from different vendors, they may
use diverse hardware components, protocols, and standards, hence making it difficult to integrate
them all into a single system. Additionally, combining and analyzing data from various sources
might be challenging due to difference in data formats [30].

• Privacy and security: In the effort to compress everything into as small a board as possible,
a tradeoff exists between adding security features and keeping the essentials. The majority of
IoT devices are, therefore, not completely suitable for deployment in hostile environments in a
regulated and remote manner. Additionally, the large amounts of data collected by IoT devices
raise concerns about data privacy and the potential misuse of personal information [31].
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Chapter 3

Remote Labs - A Literature Survey

This chapter delves into the idea of Remote Labs, covering the evolution of laboratories from clas-
sical to virtual to remote, and briefs on what it takes to create a Remote Lab, before diving into the
important literature on the existing work on Remote Labs around the world, and finally bringing it back
home with a summary on the work done so far by Remote Labs at IIIT-H. It is to be understood that IoT
is inherently involved in the building blocks of Remote Labs around the world.

3.1 Evolution of Laboratory

“Laboratories” or “Labs” play a crucial role in clarifying concepts in science education. A laboratory
is a defined space (e.g., a room or building), where experiments are done in a controlled environment,
away from the field or factory. In schools and colleges, experiments are done in laboratories under the
guidance and supervision of mentors. Such experimental teaching and learning has often been regarded
with special attention as an essential complement to the abstraction of concepts and of defined method-
ologies and procedures [32]. In summary, laboratories provide an interactive and dynamic learning
environment that complements the classroom teaching.

Fig. 3.1 shows the evolution of laboratory. There are three kinds of labs as shown in Fig. 3.2:
classical hands-on, simulated labs, and remote labs [33]. All these types are explained briefly here.

3.1.1 Hands-On Labs

Hands-on labs, as shown in Fig. 3.2(a), are the labs, where all the equipment required to perform
the laboratory is physically set up and the students are physically present in the lab. Hands-on labs are

HANDS-ON
LABORATORY

(Classical Laboratory)

SIMULATED
LABORATORY

(Virtual Laboratory)
REMOTE LABORATORY

(Online Laboratory)

Figure 3.1 Evolution of labs.
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(a)

(b)

(c)

Figure 3.2 Three kinds of labs. (a) Classical hands-on laboratory. (b) Virtual simulated laboratory (c)
Remote laboratory.

good because they provide the students with real, practical data and help them understand the difference
between practical phenomena and their theoretical understanding of said phenomena. At the same
time, however, they may also be constrained by factors like equipment availability, safety concerns, and
resource limitations. This creates the need for an easily accessible alternative, and simulated labs are
well-known to serve that purpose [33].
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3.1.2 Simulated Labs

Also known as virtual environments, simulated labs replicate real experiments using computer soft-
ware. They offer a controlled and safe space for learners to conduct experiments. Simulated labs enable
learners to explore scenarios that may be complex, expensive, or even dangerous to recreate in a physical
lab. For instance, experiments involving rare or expensive materials, extreme temperatures, or hazardous
substances can be safely conducted in a simulated environment. However, they are not guaranteed to
be able to capture, or take into account, the complete sensory feedback of hands-on labs. Data from
simulated labs are not real and therefore, the students can’t learn by trial-and-error. Hence arises the
need for remote labs [33].

3.1.3 Remote Labs

Remote labs, shown in Fig. 3.2(c), enable learners to remotely control real laboratory equipment
through the internet. This approach combines the benefits of hands-on labs with the convenience of
online accessibility, thus offering the best of both worlds. It provides opportunities for experimentation
that may not be feasible due to geographical constraints or resource limitations. Remote labs have
been gaining recent traction in the post-pandemic era due to their ability to provide affordable real
experiment data and their extension of conventional laboratories beyond borders through the power of
the Internet. The flexibility of Remote Labs increases the number of times and places a student can
perform experiments. Because remote labs allow users to perform experiments and laboratory tasks
over the Internet without being physically present near the actual equipment, hence the same interaction
takes place at a distance with the assistance of the remote infrastructure. There is a ‘new layer’ that
sits in between the user and the laboratory equipment. It is responsible for conveying user actions and
receiving sensory information from the equipment [34].

3.2 Component-wise development of Remote Labs

As shown in Fig. 3.3, in creating Remote Labs for various experiments, it is important to take care
of each and every component involved. To create a remote lab, the experiment apparatus is required
to be retrofitted with sensors and actuators as needed, the micro-controllers should be connected to the
Internet to be able to access the cloud server, which has to be able to forward the data to the client in a
format that the front-end is able to read. For multiple experiments, a management system needs to be in
place. A dashboard must be created for ease of access.

The RLMS is a system that centralizes access control to laboratory experiments and, additionally,
provides functions for the management of laboratory experiments, such as: authentication, authoriza-
tion, scheduling, lab resources management and authoring tools for the management of the laboratory
experiments activities. This is required for interfacing between the micro-controller/micro-processor
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Figure 3.3 Block diagram of a remote lab. It is to be noted that the sensors include video as well. It is
to be understood from this figure that IoT is integral to the creation of a remote lab.

and the web front-end. Most of the literature discussed in the next section is focused on the RLMS
section of a remote lab, while some propose entirely different workflows for end-to-end Remote Labs.

3.3 Remote Labs Around the World

This section takes a look at some of the important work that has been done on the concept of Remote
Labs around the world. The focus of this section is to highlight some of the source material that serves
as inspiration for the method proposed in this thesis.

3.3.1 LabsLand Team - DeustoTech

LabsLand is a global network of remote laboratories, that connects institutions to equipment located
worldwide [35]. This idea of a sharing economy where multiple providers provide access to their labo-
ratories to each other, was first coined in [36]. The contribution by the LabsLand team in [37] explores,
through use cases, various strategies to overcome both technical and organizational challenges associ-
ated with implementing remote laboratories in a commercial setting In [38], a visual domain-specific
language and web-based authoring platform for intelligent tutors and CAs tailor-made for Remote Labs
is proposed. The authors in [4] introduce a flexible and expandable framework designed to enhance re-
mote access to embedded systems laboratories. [39] delineates the Erasmus+ project known as PILAR.

In [3], an open and scalable web-based interactive live-streaming architecture designed for remote
laboratories is proposed as shown in Fig. 3.4. The platform is designed to be flexible and customizable,
allowing users to create their own remote laboratory environments and adapt the platform to their spe-
cific needs. Using [3] as a basis, [5] proposes a remote lab architecture, shown in Fig. 3.5 for embedded
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Figure 3.4 Diagram for the software architecture of WILSP as proposed in [3].
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FIGURE 1. Overview of the proposed architecture split into several high-level layers.

Hardware Drivers in order to be performed. Both the storing
and distributing actions are performed by an in-memory data
store/message broker mixed component. As can be seen on
Figure 2, this entity along with the Hardware Layer, can be
divided in three minor subsystems each. These subsystems
are explained in a more exhaustive way in Section V.

In the third place, the Laboratory Server Layer, is a
subsystem in charge of supporting the required interaction
between user and experiment. This component supports the
web-based client that is shown to the user, which includes a
real time stream of the experiment and the different virtual
laboratory controls. Also, this entity, communicates with the
Interface Server Layer in order to propagate downstream the
user actions and to retrieve the actual state and information
of the experiment.

In the fourth place, the RLMS Layer or Remote Labo-
ratory Management System Layer is an entity in charge of
controlling all of the administration tasks required to prop-
erly manage the different concurrent laboratory sessions that
may arise. These tasks include user authorization, booking,
queuing or load balancing, among others. It also serves as
an integration tool, acting as a bridge between the remote
laboratory and the different learning management systems or
LMSs from where the students gain access.

Finally, an Interactive Live-streaming Platform is deployed
in a parallel way to the other four subsystems. This com-

ponent, which is also formed by various layers to ensure
scalability and reliability, is in charge of providing the user
of the remote laboratory with a real time stream, which
is captured on-site by a camera. This platform abstracts
out specific camera peculiarities and reliably provides these
functionalities.

In the remote laboratory spectrum we can differentiate
at least two types of laboratories. Those that require visual
feedback and those that not. Some remote laboratories, like
batch-processing ones for example, offer their users the abil-
ity to queue their jobs and retrieve the laboratory results at a
deferred time. In these cases, laboratory outputs are usually
captured by different hardware systems, and therefore, there
is no need to stream a live image of the laboratory setup. On
the other hand some remote laboratory setups require some
sort of visual feedback, often in real time. Some of these labs
use output hardware peripherals that are by nature, visual,
like LED diodes, 7-segment displays, screens, servomotors
or actuators among others. In these cases, users need to be
able to observe the behaviour of these devices in order to
check if the result of the experiment is correct or not. These
types of labs are usually interactive, meaning that the user is
able to control those peripherals in real time, In this case, the
lab architecture needs to be capable of delivering the user a
real time stream capture of the laboratory setup. The Arduino
remote laboratory, which is explained in detail in Section VI

6 VOLUME 4, 2016

Figure 3.5 Block diagram of the architecture for Arduino Uno Remote Lab as proposed in [5].

systems experiments with the intent to provide scalability through universality and adaptability. The
several instances of embedded systems experiments are conducted on Arduino Uno boards, which are
connected and controlled by a single Raspberry Pi, which in turn is connected to the laboratory server
and the RLMS layer, which is hosted in the cloud.
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3.3.2 UNILabs

UNILabs [40, 41] is a University Network of Interactive Labs. It houses a collection of 15 virtual
and remote laboratories, comprising 30 web-based labs encompassing simulations and experiments op-
erated remotely, sourced from 8 distinct universities. The web interface is powered by Moodle, an
advanced Learning Management System fostering a collaborative environment for students. This inte-
gration with Moodle enhances the virtual and Remote Labs, providing a platform for students to engage
in discussions regarding experiments and to exchange their lab reports with peers and instructors. Fur-
thermore, Moodle streamlines the dissemination of essential resources required for a comprehensive
online experiment. For example, within a Moodle-hosted course linked to a web-lab, students can ac-
cess descriptions of the studied phenomena, instructional videos, task protocols, questionnaires, and
more. Lastly, Moodle enables the creation of open courses, ensuring accessibility to anyone interested,
including self-motivated learners and educators seeking demonstrative resources for their classes.

3.3.3 Other universities

In [6], the authors propose a layered architecture that separates the user interface, experiment man-
agement, and hardware control aspects of Remote Labs. This modular design allows each layer to be
independently scalable and adaptable, making it easier to provide a seamless experience for a wide range
of users and experiments. The effectiveness of this architecture is demonstrated through a practical case
study, where a remote laboratory is implemented for teaching control theory concepts. This lab incor-
porates various hardware components and sensors.

The results in [6] demonstrate that the proposed architecture can efficiently support a substantial
number of users while maintaining scalability and flexibility. Overall, the “Scalable Remote Experiment
Manager” paper provides a valuable framework for designing and implementing remote laboratories,
emphasizing the significance of scalability and adaptability to cater to the evolving needs of users in
educational and research environments.

3.3.4 Remote Labs @ IIIT-H

In [42], applications of CV are demonstrated for experimentation in Remote Lab, with the use-case
of Conservation of Mechanical Energy. The setup is mainly made of a camera, a microprocessor and IR
sensors. The CV-based approach employs video-processing techniques to estimate an object’s velocity.
This method is then compared with another IR sensor-based approach for the same purpose. Linear
regression applied to the CV-based implementation results in an optimal MSE, nearly 10 times better
than IR-based implementation.

In [43], the case study of the Kirchhoff’s Voltage Law experiment was taken up to propose a 3-layer
software architecture using WebSocket, and a comprehensive communication pipeline developed from
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scratch, to enhance user experience, accelerate input-output communication and implement multi-user
multiplexing. This serves as a counter to the inefficiency of existing web-based Remote Labs with 4-
layered architectures, mainly existing implementations that use Blynk IoT platform as the middleware.
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Chapter 4

Using Miniature Setups and Partial Streams for Scalable Remote Labs

This chapter describes the work done in the thesis. It begins by describing the hardware and soft-
ware created for the lab-scale experiment setup for the Vanishing Rod Experiment, beginning with the
peripheral and the circuitry before going into the dashboard created. Next, the miniature setup for the
same experiment is described, before the partial streams methodology and the effect of the same on the
software flow is described. Next, the various results, including the power consumption, monetary cost,
and the possible bottlenecks are discussed.

4.1 Lab-Scale Experimental Setup and Dashboard

In this section, the physics principles involved in the experiment are presented and the proposed
lab-scale experimental setup is described along with its dashboard.

4.1.1 Theory

The vanishing rods experiment [44] demonstrates the principles of refraction of light. When a glass
rod is immersed in a beaker of oil with the same refractive index as of the rods, the light passing
through the oil does not get refracted at the oil-glass interface, causing no light rays to reflect back to
the observer and resulting in the apparent disappearance of the glass rod. In contrast, when the same
glass rod is immersed in a beaker of water, the light passing through the water is refracted differently,
causing the light rays to reflect off the surface of the glass rod and back to the observer’s eye, allowing
the observer to see the glass rod. This experiment highlights how the behavior of light is affected by the
refractive indices of the media it passes through.

4.1.2 Hardware Setup

Fig. 4.1 shows the hardware description of this setup, consisting of a block diagram and a physical
setup. The experiment’s frame is made up of wooden sheets and two 500 ml Boro-silicate beakers
are placed to hold the desired liquids. The liquids used here are Sunflower oil (refractive index 1.47)
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Figure 4.1 Hardware description of the Vanishing Rod setup.

as its refractive index is very similar to that of glass rods (refractive index 1.5) and the other liquid
is tap water (refractive index = 1.33). Glass rods are dipped in and out of these beakers to visualize
the concept. These rods are controlled using two 28BYJ-48 stepper motors, one for each rod. Stepper
motors are used due to their precise movement in the long run whereas servo motors can have errors
that could add up. These motors are controlled using a Raspberry Pi 3B+ via a ULN2003 stepper motor
driver. Fig. 4.2 displays the circuit diagram of the experimental setup. The RaspiCam is positioned
to capture both beakers in the video feed, which is transmitted to a Raspberry Pi. The experiment is
connected to a dashboard that uses Blynk [45] to communicate with the Raspberry Pi and YouTube to
live-stream the experiment.
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Figure 4.2 Circuit Diagram.
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Figure 4.3 Overall flow of the platform designed for the Remote Labs for the Lab-Scale Vanishing Rod
Experiment.

4.1.3 Software Framework

Remote Labs is an amalgamation of multiple elements and components which are required to work
in perfect sync for a user to conduct remote experimentation. These components must enable the user to
provide input, receive outputs, and view the experiment setups in real time. These elements are crucial
to the framework, along with the communication between them, which makes it possible for the user to
perform an experiment remotely.

As illustrated in Fig. 4.3, Remote Labs at IIIT-H is based on three primary components - an IoT-
based platform, cloud services - Blynk and YouTube for communication and streaming respectively, and
the hardware nodes. These primary components, along with the unique flow created by their integrated
working, are explained in detail below.

4.1.3.1 IoT-based platform

As shown in Fig. 4.3, to perform the experiments, a user must access the IoT-based platform that has
been developed. This platform is essentially a webpage as shown in Fig. 4.4, that allows users to access
the hardware experiments without requiring any special software to be downloaded; hence experiments
can be conducted on any smart device that supports a modern browser. As can be clearly seen, the
webpage is comprised of two central parts - (i) controls and (ii) display with the real-time video stream.

The controls form the input channel by permitting the users to actuate the motors and move the glass
rods. They act as a medium for users to instantiate communication with the Blynk Cloud. Vanishing
Rod Experiment provides two labeled buttons to make the working intuitive for the user:

• Down - Dip the glass rods into the beakers

18



Figure 4.4 User Interface for Vanishing Rod Experiment.

• Up - Bring the dipped glass rods back to their original position.

The display is symbolic of the communication between the IoT platform and YouTube. It essentially
projects the video stream coming from Raspberry Pi via YouTube on the webpage itself. This ability
to see the hardware nodes in real time is elementary to remote experimentation on mechanical setups
involving actuation. For a better understanding of the framework, the further process is divided into two
parts based on cloud services to first learn the individual flows and then how they combine to produce
the learning experience.

4.1.3.2 Blynk IoT Cloud

Remote Labs requires the parameters to be conveyed to the Blynk cloud whenever an input field
is modified by the user. When any one of the control buttons is clicked, we proceed to the first step
(Step-1) of the Blynk pipeline, in which we communicate the user’s desired state of the glass rods to the
Blynk IoT Platform using HTTPS API calls [45]; this action updates the parameter on the cloud itself.

The second step (Step-2) involves the transmission of these input values to the Raspberry Pi associ-
ated with the hardware experiment using Blynk’s proprietary protocol. These inputs are crucial for any
actuation and processing that happen on the hardware nodes.
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The third step (Step-3) is to update the output values calculated by the hardware nodes on the Blynk
cloud directly from the Raspberry Pi devices. The fourth and final step in the pipeline (Step-4) allows
these outputs to be available to the platform using Blynk GET API calls. These results are then displayed
on the webpage using tables, charts, and multiple other interactive components.

4.1.3.3 YouTube and Live Streaming

The real-time live stream is essential to Remote Labs, especially for experiments involving actuation
and visual changes. Unlike the communication with Blynk, this streaming must happen irrespective of
the user inputs. YouTube is used to facilitate real-time video streaming. Each Vanishing Rod experi-
ment has a dedicated channel on the YouTube platform with its unique secret key. The real-time video is
transmitted from the RaspPi Cam to the experiment’s dedicated channel using the RTMP protocol and
the secret key which is marked as (I) in Fig. 3.

The procedure involved with displaying the live stream on the platform for the users is reflected
in (II) and (III). As the video channel for the live stream is pre-decided and known to the platform,
YouTube APIs are used to get the video ID corresponding to this live stream. Power shortages or any
other adversary which might force the Raspberry Pi to restart would lead the video ID to get updated,
and this deems it necessary to use YouTube APIs and get the dynamic video ID for a seamless learning
experience.

After the video ID is received from the APIs, an embeddable YouTube video URL is generated by
string concatenation. This dynamically generated video link of the live stream has been embedded in
the experiment’s dedicated webpage (display section of the IoT platform) for the video streaming to be
visible during the remote experimentation.

4.2 Miniaturised Experimental Setup

In this section, the details of the proposed miniaturized experimental setup are presented along with
their physical comparison with lab-scale setup.

Figs. 4.5 and 4.6 show the experimental setup and the circuit diagram for the miniature experimen-
tal setup. The setup primarily consists of an ESP32, single 28BYJ-48 stepper motor, ULN2003 motor
driver, two pulleys, two borosilicate glass rods, and two 50ml beakers filled with sunflower oil and wa-
ter. The exoskeleton of the experiment is completely 3D printed in multiple smaller parts that can be
assembled like puzzle pieces within a few minutes. The DIY assembly-based modular nature of the 3D
printed setup makes it easy to set up the equipment, thus adding to the scalability of the experiment
through ease of installation. Slots are provided on the exoskeleton to fit the beakers, glass rods and
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Figure 4.5 Hardware description of the Miniaturised Vanishing Rod setup.
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Figure 4.6 Circuit Diagram of the experimental setup.

electronic components that are part of a single PCB as shown in Fig. 4.5(b). The glass rods are tied to
a small rectangular platform (rod holder) spooled over a pulley connected to a single motor that rotates
clockwise and anticlockwise. This platform is designed to move in a linear path — up and down. It
is constrained into a slit which blocks it from rotating and toppling keeping rods stable when moving
whereas, in the lab-scale experimental setup, the rods can freely rotate and swing when rods are moving.
The slit which constrains this platform is indicated by the arrow in Fig. 4.5(a).

Fig. 4.6 shows the actual experimental setup. The controls of the experiment are only to move the
glass rods into the beakers and bring them out. This is carried out by the stepper motor placed at the top.
The ESP32 is the micro-controller used, chosen due to its low cost, small form factor, and networking
capabilities to integrate the experiment with a dashboard. A single motor ensures the movement of both
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Figure 4.7 Both lab-scale and miniaturized setups together. Miniaturized setups consume much less
volume as compared to lab-scale setups.

rods is the same.

Table 4.1 shows the dimensions and weights of both lab-scale and miniature experimental setups. It
can be observed that the miniaturized setup is almost 10 times lower in volume and 5 times lighter in
weight as seen in Fig. 4.7. This is really helpful for scaling up these experiments. They can be easily
stacked up and multiple copies can be replicated easily, given the simple build of the setup.

Setup
Length
(in cm)

Width
(in cm)

Height
(in cm)

Weight
(in Kg)

Lab-Scale 30 20 32 1.8
Miniature 10 10 16 0.33

Table 4.1 Comparison of the physical dimensions of the two experimental setups.

4.3 Methodology for Partial Streams

In this section, we present the methodology used for obtaining live feeds of various experiments from
a single camera. Fig. 4.9 shows the pipeline used for achieving the partial streams. Two major phases
involved are:

• Extraction: Crop the camera feed to the desired number of regions of interest
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Figure 4.8 Workflow for cropping and splitting an image.

• Publish: Push the cropped frames to respective live channels for streaming the experiments

We will discuss each of the phases below.

4.3.1 Extraction

This phase primarily involves splitting the feed from the single camera into multiple feeds and crop-
ping them appropriately according to the number of experiments. Fig. 4.8 shows the step-by-step
breakdown for the base function of the split screen technique being used and Algorithm 1 shows the
steps to crop and split the frames. To develop this technique, it was assumed that the camera is station-
ary and all setups are fixed with known positions and all setups are equidistant from the center in the
point-of-view of the RasPi Cam.

Initially, the input frame is taken and the main Region of Interest from (x1, y1) to (x2, y2) is marked
and cropped. N equally-spaced endpoints are marked on the horizontal axis and, accordingly, N

Region-of-interests (RoIs) are cropped as (e11, e
1
2), (e21, e

2
2), ..., (eN1 , eN2 ), where eN2 − e11 = x2 − x1.

After this, a total of N cropped images, called sub-frames, are available to process.

4.3.2 Publish

In this phase, the individual feeds are assigned to virtual video devices and streamed to respective
streaming channels. To enable live streaming, a set of N virtual streaming devices are created as a
prerequisite. Additionally, N live streams are created from N distinct accounts, with each account as-
sociated with one of the live streams.

After obtaining N sub-frames from an image, each sub-frame is transmitted to its corresponding
virtual streaming device, enabling the sub-frame to be streamed to the respective live stream. Subse-
quently, the link for each individual live stream is embedded and transmitted to the corresponding user
dashboard. This method provides an efficient approach for image streaming that can effectively handle
the data by partitioning the image into smaller sub-frames and distributing them across multiple virtual
streaming devices.

23



Algorithm 1 Crop and split frame
procedure CROPFRAME(F, x1, y1, x2, y2, N )
Inputs:
F : single input image, or single input video frame
(x1, y1): start point of Region of Interest
(x2, y2): end point of Region of Interest
N : Number of fragments needed from the split.
Output:
S: Collection of all output frame fragments after the split.
Method:
C = F[x1 : x2][y1 : y2]
L = x2 − x1
l = ⌈ L

N ⌉
Start = 0
Endpoints = []

while Start < L do
Start = Start + l
Append Start to array Endpoints

end while
k = 0
start = 0
S = []

while k < N do
Stop = Endpoints[k]
NewImage = C[Start:Stop][:]
Start = Stop
Append NewImage to array S
k = k+1

end while
end procedure
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Figure 4.9 Workflow for end-to-end split screen technique.

4.3.3 Implementation Details

The implementation of the stream-splitting system for partial streaming involves several open-source
libraries and tools. The OpenCV Python library was utilized to access image slicing and video handling
capabilities. Additionally, the V4L2 [46] interface was utilized to create virtual video devices, which is a
powerful and reliable interface for creating loopback devices. The FFmpeg [47] package was mandatory
for playback and handling of the virtual video feeds and finally pushing these virtual feeds to YouTube
for live streaming which is available to the users on the dashboard.

The above-mentioned libraries are open-source and are available for Linux systems. We have config-
ured them on a Raspberry Pi 3B+ with 1GB of RAM for the purpose of streaming multiple experiments.
Two experiments (N = 2) are streamed from a single Raspi Cam with FPS=25 and 480p resolution.
Fig. 4.10 shows the algorithmic split for the streams obtained from the Raspberry Pi before sending it
to 2 different channels where it is viewed by 2 different users while experimenting on 2 different setups.
Fig. 4.11 shows the demonstration of the two experiments on a real user dashboard. The lower resolu-
tion was sufficient as the setups are relatively smaller in size.

To test the hard limit, we have increased the value of N . It was observed that the Raspberry Pi sup-
ported N = 3 comfortably without any loss in quality or frames. From N = 4 onwards, although the
experiment videos were getting streamed, there were losses in the frames transmitted, which is undesir-
able. However, it can be noted that the above-mentioned pipeline for streaming multiple experiments
can be used on any Linux system. The same pipeline was tested on a Desktop with an Intel i5-7400
CPU 3GHz quad-core processor and 8GB RAM. This system has supported N=8 streams without any
compromise on the quality of the video streams.
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Figure 4.10 Proposed flow of the platform for the Remote Labs for Miniature Vanishing Rod Experi-
ments with N=2.

4.4 Results

4.4.1 Current Consumption

To compare the current consumption of both setups without any cameras attached, we calculated the
average current drawn in 2 states - “idle” and “control” - over 5 cycles of alternation between the two.
We report the current consumption values in Table 4.2 and find that for the lab-scale setup, which is
built on a Raspberry Pi 3B+, the idle-state current consumption averages 424.5 mA, while that of the
miniature setup stays around 70.2 mA. The control-state peak for the lab-scale setup is higher than that
of the miniature setup. An additional observation is that the Raspberry Pi setup takes a lot of power
while booting up - its current consumption is as high as 1.5-1.8 A in that period.

Fig. 4.12 shows the current consumption plots for both setups for 5 cycles. The control state window
for the lab-scale setup is 13.8 seconds while that of the Miniature setup is from 4.9 to 5.4 seconds,
averaging at 5.1 seconds. This difference in control window length is because of the time it takes for
the rod to go into the dip position from the lift-up position, which is anyways higher in the case of a
full-scale setup. The larger relative bump in current during the control state is because of the additional
power required to handle the weight of the rods in the full-scale setup as compared to the miniature
setup, where the rods are lighter. On average, assuming 100 usage instances per day, the full-scale setup
consumes 52.093 Wh (watt-hour) while the miniature setup uses 8.77 Wh, which is one-sixth that of the
full-scale setup.
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SETUP 1 SETUP 2

Figure 4.11 Demonstration of two miniaturized experimental setups in use at the same time.

Table 4.2 Current Consumption (mA).
Setup Idle state Control state
Full-scale 424.5 725.2
Miniature 70.2 315.4

4.4.2 Component cost

Table 4.3 shows the total cost comparison for building the lab-scale and miniature setups. These costs
are exclusive of the cameras required for streaming the experiment. It is observed, when deploying the
miniature setups and using the partial streaming technique, that the component cost without considering
streaming functions, as observed from Table 4.4, is reduced to at least one-fifth when shifting from the
lab-scale setup to the miniature setup. Note that the biggest drop is due to shifting from Raspberry Pi
3B+ to ESP32 for actuation of the motors.

In reality, because one Raspberry Pi can handle up to 3 partial live-streams of miniature setups, it
is imperative that this be taken into account when calculating the total cost for multiple units of both
setups. It is observed that as the number of setups to be installed increases, the cost growth is steeper in
case of the lab-scale setup than in the case of the miniature setup, as is seen in the cost growth plot in
Fig. 4.13.
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Figure 4.12 Current consumption pattern for both the Lab-Scale Experimental setup (orange, labeled
“full-scale”) and Miniaturised Experimental setup (blue, labeled “miniature”).

Table 4.3 Comparison of the cost of two units of each experimental setup with the cameras(as of April
2023).

Component Lab Scale Setup Miniature Setup
Raspberry Pi 3B+ 20,000 10,000

Pi Camera 5,000 2,500
ESP32 N/A 800

Stepper Motor 320 160
Motor Driver 200 100

Frame 1,000 2,000
Beakers 800 200

Glass Rods 100 60
Misc 1,000 1,000

Total (in INR) 28,420 16,820

4.5 Practical Effect of Partial Streams

It has already been established that the proposed methodology is useful in terms of current and energy
consumption and monetary expenditure. While the proposed method proves to be a cost-saver in these
aspects, there are a few other practical limitations in the implementation of this method. This section
discusses the major limitations in streaming latency, computing resource consumption, frame rate and

28



Table 4.4 Comparison of the cost of two units of each experimental setup without streaming function
(as of April 2023).

Component Lab Scale Setup Miniature Setup
Raspberry Pi 3B+ 20,000 N/A

ESP32 N/A 800
Stepper Motor 320 160
Motor Driver 200 100

Frame 1,000 2,000
Beakers 800 200

Glass Rods 100 60
Misc 1,000 1,000

Total (in INR) 23,420 4,320

image resolution. These limitations need to be kept in mind when implementing the method as shown
in Fig. 4.10 in its current state.

4.5.1 Latency

It was observed that while partial streaming reduced components, it took the latency of the stream
from an already high 7 seconds to an even higher 15 seconds. The reason for the latency being 7 seconds
without partial streaming is because of Youtube adding 5 seconds for queueing the frames. An additional
0.7 second comes from using V4L2 in Raspberry Pi, and upto 0.4 seconds per frame from the partial
streaming application, and the ffmpeg command for live-streaming in Raspberry Pi consuming a large
chunk of memory. This latency increases as the frame resolution is increased from 360p to 480p to 720p.

Table 4.5 Latency comparison and breakdown (in seconds).
Component Latency with split Latency w/o split
Frame loop 0.2 0

Temp copy by ffmpeg 5.01 1.93
Youtube 10 5

Total 15.2 6.93

4.5.2 Computing Resource consumption

Resource consumption, in the context of our system, refers to the amount of memory a process takes
up, and the CPU usage for the process. It is observed that in the workflow, the ffmpeg command oc-
cupies the most memory out of all the components. It is also observed that the memory consumed
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Figure 4.13 Cost growth plot for both lab-scale and miniaturised setups. Lab-scale setup costs are
denoted by the blue plot, while miniature setup costs are denoted by the red plot.

increases when the partial streaming is applied.

If the task manager is to be logged, ffmpeg as a process used a reserved set memory of 125 MB, and
shows a CPU usage of 37% to 41% when partial streaming is applied. While the memory usage remains
the same, the CPU usage is logged at 58% to 61% when partial streaming is not applied. This is due to
an additional 66 MB usage by the Python3 process that runs the code for partial streaming, which logs
a CPU usage of 19%.

The reason for such high consumption can be seen in the process thread log generated by the com-
mand “top”. Let us bear in mind that the Raspberry Pi, as close to a computer board as it can possibly
be, is still a constrained device. It is observed, as is also shown in Fig. 4.14 that the process opens 10
threads at a time, with CPU usage for threads going as high as 75.2%.

4.5.3 Frame Rate (FPS)

The frame rate of the stream is the number of frames displayed per second and is measured in FPS.
It is observed that the intended 30 FPS is obtained when the partial streaming is not applied and the feed
is taken directly from the camera instead of a V4L2 device. When partial streaming is applied, not only
does the frame rate go below half the max rate, going as low as between 5-9 FPS, but some frames also
get dropped.

Some of this can be attributed to live streaming being a heavy process in Raspberry Pi, a computer
intended for lightweight applications, V4L2 still having a slight hand in that because of the slow copy,
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Figure 4.14 Screen captures showing output of “top” command in threads mode, and the task manager
log. Observe that ffmpeg alone has 10 entries in the “top” log. Note also that the major consumption of
CPU resources comes from 8 of the 10 threads. This leads to major CPU resource consumption by the
ffmpeg command.

while it is also possible that due to the naive status of the partial streaming application and the heav-
ier compiler, the operation itself uses more memory than is intended for a Python code that uses the
OpenCV library.

4.5.4 Image Resolution

It was observed that in trying to create a full HD (1080p) livestream and stretching the Raspberry
Pi Camera video mode to its limit, the Raspberry Pi system freezes and almost stops working, hence
the maximum image resolution affordable for streaming from a Raspberry Pi is 720p, even though the
Pi Camera Rev 1.3 can take pictures upto 1080p [48]. While the memory consumption of the ffmpeg
command alone is 58%, it can increase to beyond 90% with multiple 720p streams. With multiple pro-
cesses running in a Raspberry Pi, the overall memory required to be consumed could go beyond what’s
available and cause the system to freeze. This can be kept in mind when looking for a suitable micro-
computer board to run a live-stream.
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Chapter 5

Conclusion and Future Work

The concept of Remote Labs and its future application is expected to have a profound impact on
education and research by democratizing access to practical learning experiences. They break down ge-
ographical barriers, allowing students and researchers from around the world to engage in experiments
and gain hands-on skills. This accessibility not only enhances educational opportunities but also fosters
collaboration and knowledge-sharing on a global scale.

This thesis began with a literature survey on IoT and Remote Labs, where the component-wise de-
velopment of remote laboratories was discussed, followed by the various ways that RLMS had evolved.
Some of the work mentioned in the literature survey served as inspiration for what is proposed in the
thesis.

A cost-effective approach is put forward for scaling up Remote Labs through the miniaturization
of setups, the use of image processing techniques, and partial streaming. This technique is evaluated
through the Vanishing Rod experiment, where an end-to-end remote lab has been developed to demon-
strate its efficacy in comparison to the traditional technique of using lab-scale setups and a single camera
per experiment setup. The miniaturization of experimental setups reduced installation costs, and this was
verified from the cost table. The 3D printing of the I-beam, the rod holder, and the pulley holder helped
to reduce manufacturing expenses. Further cost and component reduction involved a single camera
for multiple experiments, and this is where the concept of partial streaming was applied. The results
demonstrate that this process not only reduces power consumption by around one-sixth but also reduces
actuation costs by approximately one-fifth and total costs by more than half.

Future work can focus on optimizing the proposed approach by exploring the use of cloud-based
image processing techniques to make the pipeline more efficient, potentially reducing latency and fur-
ther enhancing the overall user experience. Instead of streaming to Youtube, which the portal used to
demonstrate the proposed approach does, a better, sub-second latency alternative like WebRTC can be
used. Image quality can be enhanced using various other image-processing algorithms, or a successive
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combination of the existing algorithms. Since the Raspberry Pi is a constrained device running a heavy
application like V4L2, a lighter alternative like UV4L can be used to generate virtual video-capture
streams. While the use-case of Vanishing Rod experiment was taken for development and trial, the ap-
proach can be extended to many other experiments like the “focal length” experiment, where the lateral
view of the bench for multiple experiment setups can be provided using a single camera while keeping
the lens point-of-view stream specific to the setup.
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